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Abstract
Climate system is one the most complex problems of contemporary physics with
components and processes spanning multiple spatial and temporal scales. Through-
out the history of climate research many different types of models have been
employed ranging from simple conceptual models or statistical models based on
observations of historical patterns to fully physically-based models. The state-
of-the-art weather and climate models are derived from the basic principles of
physics such as the description of motion in the form of the Navier-Stokes equa-
tions. However, due to our limited knowledge, these equations need to be solved
only by using some form of numerical approximation. Successful application of
these techniques was made possible with the advent of electronical computers in
the late 1940s and thanks to the advances in computer science and information
technology, modern models are able to represent most of the complexity of the
climate system components and processes. On the other hand, even with the
fastest supercomputers, the full range of scales cannot be covered in sufficient
details. Models covering the entire globe are limited in their spatial resolution
to typically a hundred kilometers or more and, on the other side of the spec-
trum, turbulence-resolving models can only be integrated on a limited area, e.g.
covering a city quarter. This thesis presents studies based on various numerical
modeling systems covering the global, regional and local scales showing examples
of results and challenges numerical modeling offers in the applications ranging
from global and regional climate scenarios to urban micro-climate. Included are
9 research articles on the assessment of global climate model simulations using
the conceptual Köppen-Trewartha climate classification, evaluation of regional
climate models in Europe and evaluation of LES model PALM in urban context
in three case studies of urban heat island and air quality for Prague.
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Introduction
Climate system behavior is one of the most complex problems of contemporary
physics. Climate, as one of the main determinants of the biophysical environ-
ment on Earth, has in some way been studied throughout most of modern human
history, creating more or less sophisticated models based mostly on observations
of existing patterns. The idea of applying general principles of physics on at-
mospheric motions had been floating around since early 20th century starting
with the groundbreaking works of Cleveland Abbe, Vilhelm Bjerknes or Lewis
Fry Richardson (for a historical review see e.g., Lynch, 2007). However, only in
the last couple of decades, with the advent of digital electronic computers, these
techniques have been made into full-fledged modeling tools that are being used
every day for weather forecasting and in extension for climate projections. In a
broad sense, these models belong to the computational fluid dynamics family of
models (CFD).

Although most of the rules governing the climate system’s various components
and processes can be described by known principles and equations of dynamics,
thermodynamics or radiative transfer, there are still unknowns. Prime examples
are the Navier-Stokes equations, governing climate system dynamics, for which
an analytical solution is not known and approximate numerical methods must
be used. However, as we know from the seminal work of Edward Lorenz, these
methods brought about new challenges due to their inherently chaotic behavior.

All current methods of predicting the state of the climate system still con-
tain considerable uncertainty. In the field of climate projections, this uncertainty
stems from the unknown chemical composition of the atmosphere (specifically
concentrations of greenhouse gases), internal variability of the system and the
models describing it, but also from incomplete knowledge of all relevant pro-
cesses. A part of the uncertainty cannot be avoided, typically the part coming
from the boundary conditions. Some parts, however, can be reduced to a certain
degree, for example, in individual models, by making improvements to the repre-
sentation of relevant processes or increasing resolution. The internal variability of
the models can be estimated by constructing ensembles of simulations produced
by different models, models with different configurations, initial conditions, etc.
The community efforts of the initiatives like the Coupled Model Intercomparison
Project (CMIP) and the Coordinated Regional Climate Downscaling Experiment
(CORDEX) help immensely in this regard.

In this work, 9 research articles published between years 2014 and 2022 are
presented, showing examples of climate system modeling techniques on three sep-
arate scales going from global, through regional to the street-scale local modeling
for urban applications. In these publications, I was a principal author of the
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articles on which chapter 1 is based, contributing to data processing, analysis of
the results and formulating conclusions. In the articles of chapters 2 and 3, I was
involved in all stages of the research, beginning with experiment design, running
regional climate simulations with the RegCM model, development of the LES
model PALM and post-processing tools for RegCM and PALM, data processing,
analysis and preparation of the manuscript text.
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1. Global Models
At the top of the hierarchy of the model family are models that in one way
or another see the entire globe, i.e., global models. Loosely speaking, these can
range from simple conceptual (e.g., climate zones), statistical, or lower-dimension
physics-based models (e.g., Maher et al., 2019). However, in a strict sense, the
climate community reserves the label global climate models (GCM; also general
circulation models) for a set of models based on the general principles of fluid
dynamics and thermodynamics (Stute et al., 2001). GCMs are a direct coun-
terpart to the global numerical weather prediction models (NWP), sharing the
basic principle of predicting the behavior of the climate system by solving the
fundamental physical equations, providing the most detailed model view of the
climate on the global scale.

The global view of the climate in these models brings about their most impor-
tant drawback which is the insufficient level of detail a GCM can provide in terms
of horizontal resolution. Operating these models meaningfully is only possible in
the form of numerical integration on powerful supercomputers. The performance
of such computers is inherently limited by hardware capabilities, thus setting a
limit on the resolution of the climate models. Even though kilometer-scale global
simulations exist, the bulk of state-of-the-art GCM scenario simulations in 2020s
are produced on grids with horizontal resolution as low as 100 km or coarser.
Processes whose typical scale is finer than that (e.g., convection, turbulence, etc.)
need to be represented as parameterizations that are not always based on gen-
eral principles but in many instances derived from observed statistical relations
between large and fine scale.

Given all the limitations of the global models, it is only natural that be-
fore using these as tools for producing climate projections, one must test their
performance on known climate conditions to prove model suitability. Tests like
these are usually performed by comparing model simulations with observations of
variables such as air temperature, precipitation, wind speed, etc., providing not
only information about potential model deficiencies, but also giving the user a
set of data that can be used for adjusting the raw future scenario simulations by
the means of various statistical methods usually referred to as “bias-correction”
(technical term encompassing many techniques of adjusting bias but also other
statistical properties).

This chapter is composed of a series of three research articles we published
between 2014 and 2016 on the evaluation of GCM simulations from the CMIP5
project (Coupled Model Intercomparison Project Phase 5, simulations that served
as the main input for the Intergovernmental Panel on Climate Change Assessment
Report 5). In these articles, we provided a validation of the CMIP5 ensemble
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with respect to the observed data (Belda et al., 2015a) and a summary of future
climate projections based on the CMIP5 ensemble (Belda et al., 2016). The
underlining theme of the series was using a conceptual model of climate devised
by Wladimir Köppen in the early 1900s (e.g., Köppen, 1923, 1936). The main
idea behind this method is an observation of an existing link between the physical
and biophysical realm, specifically the fact that the typical vegetation of an area
is determined by the climatic conditions in that area. This conceptual model,
although extremely simplistic compared to modern numerical models, proves to
be useful in this task thanks to its comprehensive look at the climate. One
of the challenges of numerical model evaluation is the observation that model
performance is usually not uniform across either the physical or variable space.
In simple terms, one model can be highly successful in representing e.g., mean
temperature, yet fail in simulating correct precipitation patterns or vice versa.
With the help of an aggregated metric such as the Köppen climate zone system,
one can view the model outputs indeed as an interconnected system instead of a
set of independent variables.

In our work, we used a revised version of the original Köppen scheme pro-
posed by Glenn T. Trewartha hereafter named Köppen-Trewartha Climate Clas-
sification (KTC; Trewartha et al., 1980). This revised scheme introduced several
adjustments for improvement of the correspondence with the observed bound-
aries, mainly in the North American context. Also, some vague formulations of
the original Köppen scheme were improved upon, making this modification more
suitable for model evaluation.

Even though the Köppen scheme and its various descendants have for many
decades been a go-to tool in climatology taught in many a university course,
while preparing the evaluation of CMIP5 ensemble, we found out that quite a
large number of discrepancies appear in the existing literature concerning nomen-
clature but also climate zone definitions and numerical thresholds used in these
definitions. This observation resulted in a review article that laid the foundation
for the following two papers and was published as Belda et al. (2014).
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2. Regional Models
The ultimate goal of climate modeling in terms of applications is to provide
regional projections of potential climate system behavior in the future. Global
climate models, however advanced, still lack the spatial detail that would allow to
take the GCM outputs directly for producing such detailed regional climate sce-
narios, mainly due to computational costs associated with the numerical method
employed. However, several techniques were developed to help with this prob-
lem that are usually referred to as regional climate downscaling (RCD). One of
these methods is statistical downscaling (SD) which uses the approach of applying
known statistical relationships between large-scale patterns and regional-to-local
climate to the GCM outputs.

Contrary to the statistical methods, dynamical downscaling methods use the
physically consistent approach of numerical integration of fundamental equations
in higher resolution. In simple terms, regional climate models (RCM) are the same
category of models as GCMs only integrated on a selected region. The technique,
analogous to the use of limited-area numerical weather prediction models, was
first explored in the seminal works of Dickinson et al. (1989) and Giorgi (1990)
and has since evolved into a separate field with its own set of advantages and
drawbacks.

In our work, we use the latter approach of limited-area nested regional cli-
mate models. The first two studies in this chapter present a validation and inter-
comparison of a small ensemble of regional climate models used in a CECILIA
project that ran from 2006 to 2009 (http://www.cecilia-eu.org/). As with GCMs,
their regional counterparts need to have a performance evaluation on known cli-
mate conditions before their simulations can be used for construction of future
climate projections, which was performed in the Skalák et al. (2014) article. The
analysis of the climate change signal in the scenario simulations of the CECILIA
model ensemble was then presented in Belda et al. (2015b).

The multi-model ensemble approach that had long been represented by the
CMIP project in the global modeling community was also adopted by the RCM
world in a number of local projects. Starting in 2009, however, the CORDEX
initiative was born with the goal to connect the fragmented RCM communities,
devise a common protocol for a coordinated effort in model development, and
ultimately produce regional climate scenarios for all continents. Our involvement
in this initiative, specifically in the European branch (EURO-CORDEX) was a
natural step from the regional projects such as ENSEMBLES or CECILIA. A
review of the ten-year experience in this effort was presented in Jacob et al.
(2020).
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3. Local Models
As discussed in previous chapters, the CFD modeling method based on approx-
imate numerical integration of the fundamental physical equations poses a limit
on the resolution of the models. Even when run on the most advanced super-
computers of the 2020s, global and regional models are only able to reach a
kilometer-scale resolution for shorter time periods (e.g., individual decades) and
long-term simulations are usually only available in resolutions of tens to hundreds
of kilometers. Smaller-scale processes that cannot be neglected must be param-
eterized in these models and, by definition, these models are not able to discern
specific micro-climatic features.

In certain practical applications, it is necessary to have a model able to resolve
features that are beyond what both global and regional models are capable of.
Urban areas are one example of such environments that are at the forefront of
interest in connection with climate studies for the changes these areas introduce
to the micro-climate. The urban heat island phenomenon (UHI) or deterioration
of air quality are among the most studied effects due to their direct influence on
thermal comfort and health. The specific behavior of artificial surfaces comprising
towns and cities pushes the limits of both global and regional climate simulations.
The radiation balance and turbulent processes within the urban canopy can at
best be represented by some form of a generalized urban scheme in mesoscale
models.

On the other side of the model spectrum are models designed to resolve the mi-
croscale. To do that, the models must inevitably use a much finer computational
mesh. The limited computer power obstacle standing before the lower-resolution
models is multiplied here by the fact that the convergence of the numerical so-
lution is conditioned by a certain ratio between the time step and model grid
spacing known as Courant-Friedrichs-Lewy or CFL condition (Courant et al.,
1928). The CFL criterion means that increasing model horizontal resolution ne-
cessitates choosing a shorter time step for the model to be stable. For example,
doubling the model horizontal resolution, i.e., halving the model grid point dis-
tance, while keeping the same overall domain size, results in roughly eight times
higher number of computational operations.

When attempting to explicitly resolve micro-climatic features such as those of
city components (buildings, streets, pavements, etc.), the models must reach spa-
tial resolution of less than tens of meters. In effect, the time step of such models
can be as short as a fraction of a second. Reaching a sufficient model resolution
for these applications then usually means that only very short case studies can
be performed. However, even with such limits, meaningful experiments can be
performed in this regard.
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The articles selected for this chapter are based on simulations using the large-
eddy simulation method (LES) in urban areas. The LES technique allows for
explicit representation of large turbulent eddies by scale separation, parameteriz-
ing only the smallest eddies by subgrid-scale models. In our studies, we used the
PALM model utilizing the computational power of massively parallel computer
architectures (Maronga et al., 2015). The open architecture of the PALM model
allowed for an implementation of complex urban surface treatment. The then-
called Urban Surface Model (USM) was introduced in 2017 and an evaluation of
a case-study simulation suite in a typical urban quarter Prague-Holešovice was
presented in the first of the included articles (Resler et al., 2017). The improve-
ments also included a newly developed radiative transfer model (RTM) within the
urban canopy. Model performance was tested against infrared camera observa-
tions. The analysis also included a test of the sensitivity of the model simulation
results with respect to domain size and the uncertainty in material parameters.

The results of the Resler et al. (2017) analysis served as a basis for further
improvements of the urban surface model (later renamed to Building Surface
Model – BSM) and also as a starting point for more comprehensive validation
against observations obtained in an extensive observation campaign specifically
designed for this purpose. The model performance was evaluated on a larger
domain in the densely built-up part of the Prague-Dejvice quarter in several
places covering most of the typical urban surface configurations and materials.
The details of the observation campaign and model validation were published
in Resler et al. (2021).

As a companion paper, an extensive sensitivity study was performed building
upon the previous rudimentary evaluation of Resler et al. (2017). High-resolution
modeling is not only dependent on the model’s ability to be run on a finer grid,
but also on providing input data of sufficient resolution and quality. In urban
modeling, this means that detailed information about the physical properties
of natural and artificial materials in the cities is required. Belda et al. (2021)
analyzed a comprehensive set of simulations studying the model response to ar-
tificially introduced changes in physical parameters of surface materials (albedo,
emissivity, etc.) to assess the model sensitivity to potentially erroneous setting of
these parameters that are hard to obtain in adequate quality. The second set of
experiments then analyzed model response to typically considered counter-UHI
measures like introduction of urban greenery or changing urban surface configu-
ration.

Topics introduced in this chapter have been the subject of a number of studies
and are currently analyzed in more detail within the TURBAN project framework.
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Conclusions
Numerical models are an indispensable tool in the modern-era climate research.
Their uses range from pure research to applications in decision-making processes
and as such, the models need to be properly evaluated. In this thesis, a compi-
lation of 9 studies was presented spanning a large range of spatial and temporal
scales.

First three articles explored the application of a “classical” conceptual model
of bioclimatic zones for evaluation of GCM ensemble performance in historical
and future climate scenarios. The important advantage of this technique is in the
aggregation of several climatological variables and their statistics into one metric
showing the overall model performance. Combined with the link the classification
makes between the climate and biosphere, this method also proves useful as a
simple impact model.

The second set of articles showed three studies based on the dynamical down-
scaling method by which the outputs of global models can be focused on a specific
area in much higher resolution. The regional climate modeling, which has been
explored for more than three decades now, brings new possibilites and new chal-
lenges. The added value of using meso-scale models by including processes that
are beyond the resolution of the global models is an important aspect. Regional
climate models are making their way into the forefront and with the growing
community centered around the CORDEX initiative are subject to an extensive
research.

Urban microclimate and the specific challenges in its modeling were explored
in the last chapter consisting of three analyses based on the LES modeling tech-
nique. The model studies included here show an application of this method in
two typical urban areas in Prague, showing both an validation of newly developed
model components as well as scenarios of potential urbanistic changes and their
effects on thermal comfort and air quality in the streets.

Altogether, all CFD model applications are conditioned by the availability of
computational resources. Fortunately, the advances in the information technology
over time have made it possible not only to use the models at all, but with the
ever increasing computer performance also to make steady advances in the model
resolution and complexity. How long this trend will continue remains to be seen.
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Skalák, P., M. Déqué, M. Belda, A. Farda, T. Halenka, G. Csima, J. Bartholy, M.
Caian, and V. Spiridonov (2014). “CECILIA regional climate simulations for
the present climate: validation and inter-comparison”. In: Climate Research
60(1), pp. 1–12. doi: 10.3354/cr0120.

Stute, M., A. Clement, and G. Lohmann (2001). “Global climate models: Past,
present, and future”. In: Proceedings of the National Academy of Sciences 98
(19), pp. 10529–10530. doi: 10.1073/pnas.191366098.

Trewartha, G. T. and L. H. Horn (1980). “Introduction to climate”. In: 5th edi-
tion. McGraw Hill, p. 416.

12

https://doi.org/10.1016/j.jcp.2007.02.034
https://doi.org/10.1029/2019EO133929
https://doi.org/10.5194/gmd-8-2515-2015
https://doi.org/10.5194/gmd-8-2515-2015
https://doi.org/10.5194/gmd-14-4797-2021
https://doi.org/10.5194/gmd-10-3635-2017
https://doi.org/10.3354/cr0120
https://doi.org/10.1073/pnas.191366098


List of Abbreviations
BSM Building Surface Model
CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Lewy condition
CMIP Coupled Model Intercomparison Project
CORDEX Coordinated Regional Climate Downscaling Experiment
GCM General Circulation Model; Global Climate Model
LES Large Eddy Simulation
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uation of CMIP5 present climate simulations using the Koppen-Trewartha
climate classification”. In: Climate Research 64(3), pp. 201–212. doi: 10 .
3354/cr01316.
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1.  INTRODUCTION

Climate monitoring is mostly based either directly
on station measurements of climate characteristics
(surface air temperature, precipitation, cloud cover,
etc.), or on some post-processed form of those meas-
urements, such as gridded datasets. The analysis of
climate patterns can be performed for each indi -
vidual climate variable separately, or the data can
be aggregated, for example, by using some kind of
 climate classification that integrates several climate
characteristics. These classifications usually corre-
spond to vegetation distribution in the sense that
each climate type is dominated by one vegetation
zone or eco-region (Köppen, 1936, Trewartha & Horn
1980, Bailey 2009, Baker et al. 2010). Thus, climate
classifications can also represent a convenient, i.e.
integrated, but still quite simple tool for the valida-
tion of climate models and for the analysis of simu-
lated future climate changes.

The first quantitative classification of Earth’s cli-
mate was developed by Wladimir Köppen in 1900
(Kottek et al. 2006). Even though various different
classifications have been developed since then, those
based on Köppen’s original approach (Köppen 1923,
1931, 1936) and its modifications are still among the
most frequently used systems. For application to
 climate model outputs the Köppen-Geiger system
(Köppen 1936, Geiger 1954) or Köppen-Trewartha
modification (e.g. Trewartha & Horn 1980) are usu-
ally utilized.

The first digital Köppen-Geiger world map for the
second half of 20th century was published by Kottek
et al. (2006). This study used the Climatic Research
Unit (CRU) TS2.1 dataset (Mitchell & Jones 2005) and
the VASClim0v1.1 precipitation data (gpcc.dwd.de)
for the period of 1951−2000. Prior to this, many text-
books reproduced a copy of one of the historical
hand-drawn maps from Köppen (1923, 1931 or 1936)
or Geiger (1961). Following up on the work of Kottek
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et al. (2006), Rubel & Kottek (2010) produced a series
of digital world maps covering the extended period
1901−2100. These maps are based on CRU TS2.1 and
on GPCC Version 4 data, and Global Climate Model
(GCM) outputs for the period 2003−2100 were taken
from the TYN SC 2.0 dataset (Mitchell et al. 2004). A
new high-resolution global map of the Köppen-
Geiger classification was produced by Peel et al.
(2007). Climatic variables used for the determination
of climate types were calculated using data from
4279 stations of the Global Historical Climatology
Network (Peterson & Vose 1997) and interpolated
onto a 0.1° × 0.1° grid.

One of the first attempts to use the Köppen climate
classification (KCC) to validate GCM outputs was
presented by Lohmann et al. (1993). The observed
climate conditions were represented by temperature
data from Jones et al. (1991) and precipitation data
from Legates & Willmott (1990). In Kalvová et al.
(2003), the KCC was applied to CRU gridded climato -
logy (New et al. 1999) for the periods 1961−1990 and
1901−1921. The latter period was used for compari-
son with the original results described by Köppen
(1931).

The modifications of KCC proposed by G. T. Tre-
wartha (Trewartha 1968, Trewartha & Horn 1980)
 adjust both the original temperature criteria and the
thresholds separating wet and dry climates (for
details see Section 3). The resulting classification is
usually denoted the Köppen-Trewartha classification
(KTC). Fraedrich et al. (2001) applied KTC to CRU
data (New & Hulme 1998) with 0.5° × 0.5° resolution
(excluding Antarctica). They analyzed the shifts of
climate types during the 20th century in relation to
changes in  circulation indices (Pacific Decadal Oscil-
lation and North Atlantic Oscillation). KTC types
were also used by Guetter & Kutzbach (1990), who
studied atmo spheric general circulation model simu-
lations of the last interglacial and glacial climates
(126 and 18 thousand yr before present). Further-
more, Baker et al. (2010) compared KTC types over
China for historical (1961−1990) and projected future
climates (2041− 2070) simulated using the HadCM3
model under the SRES A1F1 scenario (Nakicenovic &
Swart 2000). The KTC types were obtained by apply-
ing classification criteria for each grid box of the 30 yr
PRISM climato logy (Daly et al. 2002) and to eco-
regions defined through the Multivariate Spatio-
Temporal Clustering algorithm. Feng et al. (2012)
used the KTC to evaluate  climate changes and their
impact on vegetation for the area north of 50° N and
the period 1900−2099,  focusing on the Arctic region.
In addition to the observed data, the outputs of 16

AR4 GCMs (Meehl et al. 2007) under SRES scenarios
B1, A1B, and A2 were used. De Castro et al. (2007)
used the KTC for validation of 9 regional climate
models (RCMs) from project PRUDENCE (http://
prudence.dmi.dk) over Europe for the period 1961−
1990 and for the analysis of simulated climate change
for 2071−2100 under scenario SRES A2. They used
the CRU climatology as the observed dataset (New et
al. 1999). Wang & Overland (2004) quantified histori-
cal changes in vegetation cover in the Arctic (1900−
2000) by applying the KTC to NCEP/ NCAR reanaly-
sis (Kalnay et al. 1996) and CRU TS2.0 (New et al.
1999, 2000), and compared the results with satellite
NDVI (Normalized Difference Vegetation  Index, pro-
viding an areal average measure of the amount of
vegetation and its photosynthetic activity). Gersten-
garbe & Werner (2009) studied how global warming
in the period 1901−2003 influenced Europe by using
the KTC types. Their results are based on the data
with spatial resolution of 0.5° × 0.5° produced at the
Potsdam Institute for Climate Impact Research.

The above examples of studies employing climate
classifications show how different authors use vari-
ous datasets with diverse spatial resolution for time
periods of different lengths (e.g. 15, 30, or 50 yr) and
over various geographical areas and spatial scales.
However, it is not always clearly described how the
climate types are defined and which modification of
the respective climate classification is used. There-
fore, it is appropriate to describe KTC in detail, its
differences from KCC, and to create new maps of the
KTC types based on the latest version of the CRU
dataset; these are the goals of the present study.
These results will provide background for further
validation of the new generation of CMIP5 GCMs
(Taylor et al. 2012), analysis of recent climate change,
and for the evaluation of simulated future climate
change. These topics will be addressed in studies we
are currently preparing for publication.

This study includes only a part of the graphical
materials used for our analysis. Additional maps and
graphs can be found on a  supplementary website at
http://kmop.mff.cuni.cz/ projects/ trewartha.

2.  DATA

As an observational data source we use the CRU
TS 3.10.01 dataset (Harris et al. in press). CRU TS3.10
provides a monthly time-series of global gridded data
based on observations from more than 4000 stations.
Among other variables, it includes the mean surface
air temperature and precipitation, on which the cli-
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mate classifications used in this work are based. CRU
TS3.10 is available over land areas excluding Antarc-
tica at a high spatial resolution of 0.5° × 0.5° and cov-
ers the period 1901−2009. We concentrate on the
period 1901−2005, which is also used in further stud-
ies for the validation of GCMs. The version 3.10.01
was the most recent update of the dataset at the time
of undertaking this analysis. This update includes
corrections to precipitation data, as well as to the
data files of wet days and frost frequency.

3.  KOPPEN-TREWARTHA CLIMATE
 CLASSIFICATION SCHEME

In the present paper, we adopt the KTC defined in
Trewartha & Horn (1980) with Patton’s boundaries of
arid climates (Patton 1962). This scheme builds upon
the original Köppen system and introduces various
adjustments to make the climate types better corre-
spond with the observed boundaries of natural land-
scapes (de Castro et al. 2007). Some of the modifica-
tions introduced by the KTC also deal with a certain
vagueness of the KCC formulations. This section will
describe the KTC and compare the definitions with
the KCC, as described by Köppen (1936). See Table 1
and Table 3 for respective summaries of the KTC and
KCC classifications.

The KTC defines 6 main climatic groups. Five of
them (denoted as A, C, D, E, and F) are basic thermal
zones. The sixth group B is the dry climatic zone that
cuts across the other climate types, except for the
polar climate F. The main climate types are, similarly
to those of the KCC, determined according to the
long-term annual and monthly means of surface air
temperature and amounts of precipitation. The main
modifications in the KTC in comparison with the
KCC are the different definitions of groups C and D,
a newly defined E type, and different thresholds for
distinguishing between wet and dry climates. In the
following text, the individual climate types will be
discussed in detail. 

3.1.  Group A: tropical humid climates

Trewartha & Horn (1980) call this type ‘killing frost
absent’. The mean air temperature of the coldest
month must be over 18°C (i.e all months must be
warmer than 18°C). The subtypes of this group are
defined according to the annual cycle of precipitation
(number of dry months) Table 1. Two main subtypes
are Ar (tropical wet, sometimes called tropical rain-

forest climate) and Aw (tropical wet and dry, called
savanna climate). Subtype As is quite rare.

Regarding the definition of ‘dry month’, Trewartha
& Horn (1980, p. 235) state the following: ‘In  equa torial
lowlands where the average annual temperature is
about 25 to 27°C, to be dry, a month may not have
more than about 5.5 cm of average precipitation
totals.’ Köppen (1931, 1936) and de Castro et al.
(2007) use the precipitation limit of 6 cm to distin-
guish between a dry and a wet month. In the present
study, we also use the 6 cm threshold.

3.2.  Group C : subtropical climates

In the C climate type there must be 8 to 12 months
with a monthly mean air temperature of over 10°C
and the temperature of the coolest month must be
lower than 18°C. The subtypes are again based on
the annual cycle of precipitation. Letters s, w and f
have similar meaning as they do in the KCC. How-
ever, in the KCC, the conditions are not based on
precipitation totals during the winter (summer) half-
year, but on the amount of precipitation in the
wettest (driest) month of the season. Another dif -
ference is in the condition for subtype s, which is
defined by an average annual precipitation of less
than 89 cm, in addition to the driest summer month
having less than 3 cm precipitation.

The 2 main subtypes of group C in the KTC are Cs
(subtropical dry-summer climate, sometimes also
called Mediterranean) and Cf (subtropical humid
 climate). The subtype Cw (subtropical dry-winter) is
relatively rare (Table 2).

3.3. Group D : temperate climates

The D climate type is defined by the condition that
4 to 7 months must have a monthly mean air temper-
ature of over 10°C. The main subtypes are oceanic
Do and continental Dc. Their definitions are based on
the mean air temperature of the coldest month. In
this study, we use the 0°C threshold to divide these
subtypes.

3.4.  Group E : boreal climates

For the E climate type, it is necessary to have one to
3 months inclusive with a monthly mean air temper-
ature of over 10°C. Originally, there were no sub-
types of this group, but some authors differentiate
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oceanic and continental subtypes in the same way as
in type D (e.g. de Castro et al. 2007). This distinction
can prove useful especially when dealing with spe-
cific regional features. For the purposes of global
evaluation we use the original definition that does
not divide the E type. The KCC does not have an
analogous climate group.

3.5.  Group F : polar climates

Within the F type, all months must have a monthly
mean air temperature of below 10°C. The subtypes
are Ft (tundra) with the warmest month’s air tem -
perature above 0°C and Fi (ice cap) where the air
temperature in all months remains below 0°C.

3.6.  Group B: dry climates

One of the main differences between the KCC and
the KTC is the definition of dry climates B, or more
precisely, the formula for the calculation of the dry-
ness threshold used in these definitions. In the KCC,
the boundary distinguishing between wet and dry
climates is defined according to Eq. (1), which differs
according to the annual precipitation pattern:

R = 2T + 14 for evenly distributed rainfall (1)
R = 2T for rainfall concentrated in winter
R = 2T + 28 for rainfall concentrated in summer

where R denotes the mean annual precipitation
thresh old in centimeters, and T is the annual mean
temperature in degrees Celsius. The subtype BS
(semi-arid or steppe climate) is found where the
mean annual precipitation amount is lower than R,
but higher than 0.5R. If it is lower than 0.5R, the KCC
defines it as an arid (also desert) climate BW. Even
though Köppen (1936) considered these criteria as
convenient approximations, Trewartha & Horn (1980,
p. 348) highlighted that when they are simply con-
verted to imperial units, they ‘tend to give a false
impression of the degree of accuracy’. These authors
preferred a modification by Patton (1962), who sim-
plified Eq. (1) as follows:

R* = 0.5T* – 12 for rainfall evenly distributed (2)
R* = 0.5T* – 17 for rainfall concentrated in winter
R* = 0.5T* – 6 for rainfall concentrated in summer

where the mean annual precipitation threshold R* is
in inches, and the mean annual air temperature T* is
in degrees Fahrenheit. The differences resulting from
Patton’s modification are illustrated in Fig. 1. It is
obvious that the boundary between wet and dry
 climates is similar in areas with lower mean air
 temperature.

In Köppen (1923, 1931, 1936), the meaning of ‘rain-
fall concentrated in summer/ winter’ is not explained
explicitly, but it is clear that there must be a marked
seasonal contrast both in rainfall and in air tem -
perature. Some authors have used the  condition that
70% of the annual precipitation amount must be con-
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Type / subtype Criteria
Rainfall/temperature regime

A Tcold > 18°C; Pmean ≥ R
Ar 10 to 12 mo wet; 0 to 2 mo dry
Aw Winter (low-sun period) dry; >2

months dry
As Summer (high-sun period) dry; rare

in type A climates

B Pmean < R
BS R/2 < Pmean < R
BW Pmean < R/2

C Tcold < 18 °C; 8 to 12 months with
Tmo > 10°C

Cs Summer dry; at least 3 times as
much rain in winter half year as in
summer half-year; Pdry< 3 cm; total
annual precipitation < 89 cm

Cw Winter dry; at least 10 times as
much rain in summer half-year as in
winter half-year

Cf No dry season; difference between
driest and wettest month less than
required for Cs and Cw; Pdry> 3 cm

D 4 to 7 months with Tmo > 10°C
Do Tcold > 0°C (or >2°C in some

locations inland)a

Dc Tcold < 0°C (or <2°C)a

E 1 to 3 months with Tmo > 10°C

F Twarm < 10°C
Ft Twarm > 0°C
Fi Twarm < 0°C

aIn the present study the boundary between subtypes Do
and Dc is Tcold = 0°C

Table 1. Climate types and subtypes defined by the Köppen-
Trewartha climate classification (Trewartha & Horn 1980). T:
mean annual temperature (°C); Tmo: mean monthly tempera-
ture (°C); Pmean: mean annual rainfall (cm); Pdry: monthly rain-
fall of the driest summer month; R: Patton’s precipitation
threshold, defined as R = 2.3T − 0.64 Pw + 41, where Pw is
the percentage of annual precipitation occurring in winter
(Patton 1962); Tcold (Twarm): monthly mean air temperature of 

the coldest (warmest) month
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centrated in the 6 high-sun months (April through
Sep tember in the Northern Hemisphere, and Octo-
ber through March in the Southern) in order for it to
be classified as rainfall concentrated in the summer.
An analogous condition is then applied for rainfall
concentrated in the winter. Others have used the
same definition for summer (winter) rainfall as Köp-
pen used in his C climate group (Table 3).

A further simplification of the wet/dry climate
thresh old was proposed by Patton (1962) who sug-
gested replacing the original 3 criteria (Eq. 2) with one
equation for the mean annual precipitation thresh old
R* (in inches):

R* = 0.5T* – 0.25Pw (3)

where T* is the annual mean air temperature in°F,
and Pw is the percentage of annual precipitation
occurring in winter (meaning the 6 coldest months).
If we transform Eq. (3) into centimeters and degrees
Celsius, we get Eq. 4, as used, for example, in de
Castro et al. (2007):

R = 2.3T – 0.64Pw + 41 (4)

where R denotes the mean annual precipitation
threshold in cm, T is the mean annual air tem -
perature in °C, and Pw is the percentage of annual
precipitation concentrated in winter. Instead of the
6 coldest months, the 6 low-sun months are used
(October to March in the Northern Hemisphere, and
April to September in the Southern Hemisphere).
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Fig. 1. Boundaries between wet climates and dry climate types BS and BW (defined in Table 1) based on Eqs. (1) & (2) for areas
with rainfall concentrated in summer and winter. Bold lines: Köppen’s boundary (K) based on Eq. (1); thin lines: Patton’s 

modification (P) according to Eq. (2). Arrows: areas in graphs corresponding to wet climates and types BS and BW

           KTC
            Ar Aw BW BS Cs Cw Cf Do Dc E Ft Fi Sum

            Af 5.10 5.10
            Aw 0.38 11.17 2.09 13.63
            Am 1.92 1.74 3.66
            BW 0.01 16.76 1.08 0.50 0.01 0.11 18.47
            BS 0.01 2.52 6.36 0.27 0.23 0.22 0.39 0.02 0.13 10.15
            Cs 0.40 0.46 0.76 0.40 0.05 2.07
            Cw 1.46 0.77 2.71 0.38 0.26 0.02 5.59
            Cf 0.57 4.72 1.74 1.48 0.17 8.69
            Ds 0.48 0.14 0.62
            Dw 0.03 1.06 1.14 2.16 4.39
            Df 0.42 7.51 12.43 20.36
            ET 6.10 6.10
            EF 1.16 1.16

            Sum 7.40 12.93 19.31 13.04 1.17 0.77 8.12 3.11 11.65 14.99 6.34 1.16

Table 2. Percentage of continental area (without Antarctica) covered by climate types according to the Köppen-Trewartha
 climate classification (KTC) and the Köppen climate classification (KCC, types are described in Table 3), calculated from 

the Climate Research Unit TS 3.10 dataset for the period 1961−1990

K
C
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In the present study, we use Patton’s modification
as expressed by Eq. (4). The BS subtype is defined by
a mean annual precipitation amount Pmean lower than
R and higher than 0.5R, and the BW subtype by a
mean annual precipitation lower than 0.5R. The re -
sulting boundaries between wet and dry B climate
types are illustrated in Fig. 2. Köppen’s original
boundaries (Eq. 1), in the case of rainfall concen-
trated in summer and winter (bold lines 1 and 2,
respectively, in Fig. 2), correspond approximately to
Patton’s thresholds for Pw equal to 30 and 75%,
respectively.

4.  COMPARISON OF KOPPEN-
TREWARTHA AND KOPPEN

 CLIMATE CLASSIFICATIONS IN
THE PERIOD 1961−1990

In this section, we apply both the
KCC and the KTC to CRU TS3.10 and
discuss their differences. The maps
for both classifications are presented
in Fig. 3. The percentage of continen-
tal area (except for Antarctica) clas -
sified according to the KCC and
the KTC is compared in Table 2. It is
important to  acknowledge that, even
though the designations in both classi-
fications are mostly the same, the defi-
nitions of the types might be different
in many respects. It is worth noting
that in the KTC as described in Tre-
wartha & Horn (1980), the subtype Cw
is barely mentioned, and similarly, in
the KCC (Köppen 1936), the subtypes
As and Ds are considered as rarely oc-
curring. Therefore, we did not incor-
porate As in our analysis. The Ds sub-
type was also considered in this study;
however, it was confirmed that, in the
CRU data for the period 1961−1990, it
is present in only a very small number
of grid points (Table 2).

From Fig. 3, the benefit of the KTC
in comparison with the KCC is evi-
dent. An example is the extent of dry
climate types in the interior United
States. Trewartha & Horn (1980) dis-
cuss that the boundary is placed some
300 to 400 km west according to
 original Köppen’s formulas due to un -
der estimation of the dryness thresh-
old. KTC is much more realistic in
placing this boundary. In Europe, we

see a clear  division of the western and eastern parts
between types Dc and Do in the KTC. In other words,
the KTC provides a more detailed description of cli-
mate types than the KCC.

From Table 2, it can be seen that the  definition
of climate type A is practically the same in both
the KCC and the KTC. The Ar subtype in the KTC
is very similar to Af in the KCC; therefore, most
of the con tinental area classified as Ar corresponds
to Af in the KCC (69% of continents without Ant -
arctica). The remainder is divided between Am
(25.9%) and Aw (5.1%) in the KCC. Interestingly,
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Type/Subtype Criteria
Rainfall/temperature regime

A Tcold > 18°C; Pmean above value given for B
Af Pmo ≥ 60 mm for all months
Aw Pmo < 60 mm for several months; dry season in low-sun

period or winter half-year; annual rainfall insufficient to
compensate this enough to allow forest

As Pmo < 60 mm for several months; dry season in high-sun
period or summer half-year; annual rainfall insufficient
to compensate this enough to allow forest (occurs
rarely)

Am Pdry < 60 mm, rainfall in the rainy season compensates
this enough to allow foresta

B Pmax in summer: Pmean < 2T + 28; Pmax in winter: Pmean < 2T;
annual rainfall evenly distributed: Pmean < 2T + 14

BS Pmax in summer: (2T + 28)/2 < Pmean < 2T + 28 
Pmax in winter: (2T)/2 < Pmean < 2T
Annual rainfall evenly distributed: (2T + 14)/2 < Pmean < 
2T + 14 

BW Pmax in summer: Pmean < (2T + 28)/2
Pmax in winter: Pmean < (2T)/2 
Annual rainfall evenly distributed: Pmean < (2T + 14)/2 

C Tcold from 18 to –3°C; Twarm > 10°C; Pmean above value 
given in B

Cs Summer dry; wettest (winter) month must have more
than 3 times the average rainfall of the driest (summer)
month; Pdry < 40 mm

Cw Winter dry; wettest (summer) month has ≥10 times the
rainfall of the driest (winter) month

Cf No dry season

D Tcold < –3°C; Twarm > 10°C; Pmean above value given in B
Ds Summer dry (the same condition as in Cs) (occurs rarely)
Dw Winter dry (the same condition as in Cw)
Df No dry season

E Twarm < 10°C
ET 0°C < Twarm < 10°C
EF Mean air temperature of all months < 0°C

aKöppen (1936) describes the relationship between necessary annual rain -
fall P (cm) and monthly rainfall of the driest month Pdry (cm) in the form of
graph; it can be expressed as Pdry = −0.04P + 10

Table 3. Climate types and subtypes defined by the Köppen climate classi -
fication (KCC) (Köppen 1936). Pmax: maximum annual precipitation rainfall; 

Pmo: monthly precipitation; Other abbreviations as in Table 1
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all the area falling into Af in the KCC is classified
as Ar in the KTC. In addition, Aw in the KTC cor-
responds well with Aw in the KCC. Only 13.5% of
area where Aw is identified according to the KTC
falls into Am in the KCC, and only a small part of
it is marked as BS or BW.

Thermal definitions of C type in the KTC (Table 1)
and in the KCC (Table 3) are different. Additionally,
the subtypes s, w and f are defined in slightly differ-
ent ways (see Section 3.2). Cs in the KTC represents
only approximately 1% of all continental area (with-
out Antarctica). In the KCC, this area corresponds to
BW (42.8%), Cs (34.4%), and BS (23%). Cw occurs
quite rarely in the KTC, accounting for only 0.8% of
continental area without Antarctica; the same areas
are also classified as Cw in the KCC. Cf in the KTC
is more widespread than Cs and Cw (8% of continen-
tal area without Antarctica), and in the KCC, it is
divided between Cf (58.1%), Cw (33.4%), Cs (5.7%),
and BS (2.8%).

The definition of type D in the KTC with its 2 sub-
types Do (oceanic) and Dc (continental) is again dif-
ferent from the boreal or snow-forest climate group D
in the KCC. Continental territory with a temperate
continental climate, Dc in the KTC, is most frequently
marked as Df in the KCC (64.4%), and occasionally
as Cf (12.7%), Dw (9.8%), and Ds (4%). The remain-
der is divided between BS (3.3%), Cs (3.5%), and Cw
(2.2%). Temperate oceanic climate Do in the KTC

occurs much less frequently than Dc. Most
of the Do area is classified as group C in
the KCC (93.5%), with Cf de fined for 56%
of Do area, Cs for 24.4%, and Cw for
12.1%; the remainder (7.5%) falls mostly
into dry climates BS.

Type E in the KTC includes mainly the
area that the KCC marks as boreal climate
D, with 83% of these points falling into Df
and 14.4% into Dw. Only approximately
1.5% of E type area in the KTC is classified
as C in the KCC (mostly Cf), and a neg -
ligible part falls into Ds (0.9%) and dry
 climates B (0.2%).

Thermal definitions of the polar climates
F are the same in the KTC and the KCC.
Because we do not include Antarctica in
our analysis, the tundra subtype Ft (ET)
is more widespread (approx. 6.3% of the
continental area) than ice cap climate Fi
(EF) (1.2%). All areas classified as Fi in
the KTC fall into group EF in the KCC. Ft
largely corresponds to ET in the KCC
(96.2%); approx. 3.7% of Ft grid points are

defined as B in the KCC. This is because in the KCC,
those areas (CRU grid points in our case) satisfying
the conditions for B climate type are classified in the
first step. In contrast, in the KTC, the first step selects
the F areas, and B is evaluated subsequently; i.e. the
B type cuts across all climate groups except for F
(Trewartha & Horn 1980). Most of the grid points
classified as Ft in the KTC, but as B in the KCC, occur
in high elevations in the Andes in Peru and Chile
(Fig. 3). Trewartha & Horn 1980 designate these
areas as ‘highland’ climate type. However, the defini-
tion of the highland climate type is not clear enough
to be applied unambiguously. Moreover, the orogra-
phy in CRU data is smoothed and not always realis-
tic.  For these reasons the highland climate type was
omitted in the present study. Most of the areas desig-
nated by Trewartha & Horn (1980) as highland fall
into Fi or Ft according to our results.

As discussed in Section 3.6, the criteria for the
determination of wet and dry climates are different
in the KCC and the KTC, which results in differences
regarding types BS and BW between the two classi -
fications (Table 2, Fig. 3). BW areas in the KTC are
mostly divided between BW (86.8%) and BS (13%)
in the KCC. The areas marked as BS in the KTC
are defined as various climate types in the KCC:
most frequently BS (48.8%), with the remainder
falling into types Aw, Cw, Dw, BW, Cf, and Df. BS
occurs more often in the KTC than BS does in the
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Fig. 3. World maps of Köppen climate classification KCC and Köppen-Trewartha climate classification KTC, based on CRU 
TS 3.10 data for the period of 1961−1990 on a regular 0.5° latitude/longitude grid
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KCC. The percentage of areas classified as BW is
very similar in both classifications (approx. 19% of
continental area).

5.  KOPPEN-TREWARTHA CLIMATE TYPES OVER
THE PERIOD 1901−2005

We calculated the percentage of continental areas
(except Antarctica) occupied by particular KTC types
for moving 30-yr averages over the period 1901−2005
for the CRU TS3.10 dataset. The results for the
main climate types and selected subtypes are shown
in Fig. 4. Transitions of climatic types be tween 1901−
1930 and 1976−2005 are presented in Table 4. Maps
showing the KTC distribution for the beginning and
the end of 20th century are presented in Fig. 5. The

map for the reference period 1961−1990 is shown in
Fig. 3. Maps for other pe riods based on both the KTC
and the KCC can be found on a supplementary web-
site at http:// kmop. mff.cuni.cz/projects/trewartha.

The area of climate type A increased between the
periods 1901−1930 and 1935−1964. In the following
years, we see either a stagnation or slight decrease;
however, since 1965−1994, there has again been an
increase in the area of type A (Fig. 4). This recent
increase is caused mainly by an increase in subtype
Aw, represented particularly as a shift from types Cf
and Cw (Table 4).

In Fig. 4, we also see an increase of the area occu-
pied by type B (approx. 1.2%) in the second half of
20th century. This is mainly because of the extension
of semi-arid climates BS, chiefly in areas classified
as Aw, Dc and E in the beginning of 20th century
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(Table 4). The increase of BS occurred mainly in Aus-
tralia, and central Asia, but also in South and North
America (Fig. 5). The area falling into the BW type
shows relatively large fluctuations throughout the
20th century (Fig. 4). It is worth noting that during
the second half of the 20th century changes in the
area of the BW type are accompanied by opposite
changes in the BS type. The first marked phase shift
of this kind occurs after around 1936−1965 period
and a second one can be identified after the period
1961−1990. As illustrated by Table 4, a large part of
these shifts can be explained by mutual replacement
of BW type with BS and vice versa; however, a con-
siderable part is also caused by transitions between
other types, especially BS-Cf and BS-Aw.

With respect to the C type, we see only small
 fluctuations and a slight decrease of the area in the
second half of 20th century.

The area of D type increased by approximately
0.4% in the first half of the century. This was caused
mainly by the spread of those areas falling into type
Dc. In the past 50 yr, relative changes to the Dc and
Do areas almost compensate for each other; Dc has
decreased slightly (except most recently since 1970),
whereas Do has increased. The recent increase in
Dc is mainly caused by transitions from types E and
BS (Table 4).

Furthermore, we see 2 phases of decrease in the
area belonging to type E. The first took place be -
tween the periods 1901−1930 and 1921−1950, and
the second is stronger and occurred after 1969−1998.
Between these 2 intervals, a slight increase in the
area of type E occurred. A similar course can be
 identified in the case of Ft, but in this case in the cen-
tral period there is no trend and in the final period

the decrease is more pronounced. A decrease of both
E and Ft types can be attributed to the rising surface
air temperature. In the Northern Hemisphere, the
northward shift of the border between E and Dc is
clearly visible (Fig. 5).

6.  DISCUSSION AND CONCLUSIONS

We present a description of the Köppen-Trewartha
climate classification (KTC), its comparison with the
Köppen classification (KCC), and their application
to the most up-to-date CRU dataset version with
 horizontal resolution of 0.5° × 0.5° over the period
1901−2005. The KTC (Trewartha & Horn 1980), some -
times denoted ‘K-T scheme’, has been used as fre-
quently as the KCC or Köppen-Geiger classification
for the analysis of climate model performance and
for model projections of future climate change. The
advantage of the KTC is a more detailed depiction of
climate types (e.g. Fig. 3). This classification has also
been proven suitable for the creation of maps of
global Ecological Zones (www.fao.org/ docrep/ 006/
ad652e/ ad652e07.htm) for the Forest Resources As -
sessment Programme of The United Nations Food
and Agriculture Organization (FAO). According to
FAO (2001), ‘there is a demonstrated good corre-
spondence between Köppen-Trewartha subzones or
climatic types and the natural climax vegetation
types and soils within them’.

We originally intended to use only the KTC for our
analysis of the outputs of the new generation of
GCMs. However, during preparations for this task
we encountered much ambiguity in publications and
papers dealing with climate classifications. These

10

        1976−2005
        Ar Aw BW BS Cs Cw Cf Do Dc E Ft Fi Sum

         Ar 6.93 0.49 0.01 7.43
         Aw 0.41 11.85 0.36 0.00 0.01 12.63
         BW 18.51 0.88 0.00 19.40
         BS 0.29 0.52 11.66 0.01 0.02 0.29 0.10 0.16 0.01 13.06
         Cs 0.00 0.05 1.08 0.05 0.01 1.20
         Cw 0.13 0.05 0.52 0.10 0.79
         Cf 0.04 0.30 0.27 0.06 0.01 7.19 0.04 7.91
         Do 0.03 0.01 0.37 2.73 0.08 0.01 3.22
         Dc 0.52 0.43 10.36 0.03 11.33
         E 0.14 0.04 1.03 14.05 0.02 15.29
         Ft 0.02 0.03 0.68 5.85 6.58
         Fi 0.02 1.14 1.16

        Sum 7.38 13.06 19.06 13.98 1.16 0.56 8.02 3.35 11.63 14.78 5.89 1.14

Table 4. Percentage of continental area (excluding Antarctica) covered by Köppen-Trewartha (KTC) climate types at the
 beginning and end of the 20th century (1901−1930 and 1976−2005, respectively), calculated from CRU TS 3.10 dataset
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Fig. 5. World maps of Köppen-Trewartha climate classification based on CRU TS 3.10 data for the periods (top) 1901−1930 and 
(bottom) 1976−2005 on a regular 0.5° latitude/longitude grid. Arrows indicate areas of change
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issues related to the designation of the clas sification
(some studies by title suggest the KCC, but actually
use the KTC), modified values of thresh olds, and dif-
ferent interpretations of classification algorithms, e.g.
whether to apply the dryness criteria first or to set
apart polar climates. Therefore, we decided to first
analyze and describe the KTC in detail, according to
Trewartha & Horn (1980) using Patton’s criteria of
dryness, and compare it to the widely used KCC
scheme (Köppen 1936). Following this preparatory
study, the analysis of the validation and of future sim-
ulated climate change by using the CMIP5 GCM out-
puts, will follow in subsequent papers.

Another motivation for our study is that the digital
maps of Köppen-Geiger climate types are already
available in various versions (Kottek et al. 2006, Peel
et al. 2007, Rubel & Kottek 2010). However, to our
knowledge, digital maps of the KTC climate types for
the up-to-date CRU data have not been presented
before. We believe that making these maps acces -
sible via the internet will be beneficial to other
researchers, not just in the field of climatology, but
also in the fields of hydrology and ecology, etc.

It is hardly possible to directly compare our results
regarding the spatial distribution of the KTC types
and areas belonging to particular climate types with
other studies because of the differences in the
 analyzed datasets and time periods. For example,
according to the present study, the order of climate
types ranked by the percentage of continents (ex -
cluding Antarctica) that they cover in the period
1976−2005 is as follows: B (33.04%), A (20.44%),
D (14.98%), E (14.78%), C (9.74%), and F (7.03%).
Fraedrich et al. (2001) show that for the period
1981−1995 global tropical zone A covers around
22.4% of the continental area. Rubel & Kottek (2010)
rank type B according to KCC as the most abundant,
covering total 29.14% of the global land area (includ-
ing Antarctica). The ranking derived in this study
from the CRU data is different from the one men-
tioned by Trewartha & Horn (1980), who present type
A as ‘the most widespread of any great climatic
groups’, estimating the area covered by the type A to
be around 20% of the land surface.

Regarding the changes in the area covered by indi-
vidual climate types observed during 1901−2005, we
have shown that there are observable changes, espe-
cially in subtypes BS, Aw and Ft (Fig. 4). Comparison
of our results concerning the temporal evolution of
the cover of climate types with other studies is again
somewhat difficult. Temporal variations of tundra Ft
agree well with the findings of Feng et al. (2012),
who found a weak trend towards reduced tundra

cover from the beginning of the 20th century to the
1940s and a more abrupt decrease during the past
40 yr. This is also in accordance with trends de -
scribed by Wang & Overland (2004) and Fraedrich et
al. (2001). Furthermore, Feng et al. (2012) describe
an expansion of continental temperate climate Dc in
the area north of 50° N over the past few decades.
In our global analysis, the Dc area has expanded in
the 30-yr periods since 1970 (Fig. 4). Fraedrich et al.
(2001) found that the global tropics (A) and the tun-
dra (Ft) types show statistically significant shifts in
the 1901−1995 period. The expansion of the A type
was replaced by an areal reduction near the end of
the period. Similar to our results concerning the Ft
subtype, they also found a negative trend both at the
beginning and at the end of the 20th century.

The analysis of the time development of climate
types was, however, not the main goal of the present
study; we intended primarily to prepare the back-
ground for the validation and the analysis of the
CMIP5 GCMs outputs in subsequent papers, where
the temporal evolution will be addressed both for
simulations of the 20th century and future projections.
Therefore, a more detailed examination of this issue
is beyond the scope of this study. Here we were only
able to show a part of the results obtained during our
analysis. Additional materials, including digital maps
for various time periods and animations, are accessi-
ble at http:// kmop.mff.cuni. cz/ projects/trewartha.

Acknowledgements. The CRU TS 3.10.01 dataset was pro-
vided by the Climatic Research Unit, University of East An-
glia. This study was supported by project UNCE 204020/ 2012
funded by the Charles University in Prague and by research
plan no. MSM0021620860 funded by the Ministry of Educa-
tion, Youth and Sports of the Czech Republic. In addition, the
work is a part of the activity under the Program of Charles
University PRVOUK No. 02 ‘Environmental Research’.

LITERATURE CITED

Bailey RG (2009) Ecosystem geography:  from ecoregions to
sites, 2nd edn. Springer, New York, NY

Baker B, Diaz H, Hargrove W, Hoffman F (2010) Use of the
Köppen-Trewartha climate classification to evaluate cli-
matic refugia in statistically derived ecoregions for the
People’s Republic of China. Clim Change 98: 113−131

Daly C, Gibson WP, Taylor GH, Johnson GL, Pasteris P
(2002) A knowledge-based approach to the statistical
mapping of climate. Clim Res 22: 99−113

de Castro M, Gallardo C, Jylha K, Tuomenvirta H (2007) The
use of a climate-type classification for assessing climate
change effects in Europe form an ensemble of nine
regional climate models. Clim Change 81: 329−341

Feng S, Ho CH, Hu Q, Oglesby RJ, Jeong SJ, Kim BM (2012)



Belda et al.: Climate classification

Evaluating observed and projected future climate changes
for the Artic using the Köppen-Trewartha climate classi-
fication. Clim Dyn 38: 1359−1373

Food and Agricultural Organization (FAO) (2001) Global
eco logical zoning for the Global Forest Resources Assess -
ment 2000. Final Report, Forest Resources Assessment,
Working Paper No. 56. FAO, Rome

Fraedrich K, Gerstengarbe FW, Werner PC (2001) Climate
shifts during the last century. Clim Change 50: 405−417

Geiger R (1954) Klassifikationen der Klimate nach W. Köp-
pen. In:  Landolf-Börnstein:  Zahlenwerte und Funktionen
aus Physik, Chemie, Astronomie, Geophysik und Tech-
nik, (alte Serie), Vol. 3. Springer, Berlin, p 603−607

Geiger R (1961) berarbeitete Neuausgabe von Geiger, R: 
Köppen-Geiger/Klima der Erde. Wandkarte (wall map)
1: 16 Mill. Klett-Perthes, Gotha

Gerstengarbe FW, Werner PC (2009) A short update on
Koeppen climate shifts in Europe between 1901 and
2003. Clim Change 92: 99−107

Guetter PJ, Kutzbach JE (1990) A modified Koeppen
 classification applied to model simulation of glacial and
interglacial climates. Clim Change 16: 193−215

Harris I, Jones PD, Osborn TJ, Lister DH (in press) Updated
high-resolution grids of monthly climatic observations −
the CRU TS3.10 dataset. Int J Clim, doi:  10.1002/joc.3711 

Jones PD, Wigley TML, Farmer G (1991) Marine and land
temperature data sets:  a comparison and a look at recent
trends. In:  Schlesinger ME (ed) Greenhouse-gas-induced
climatic change:  a critical appraisal of simulations and
observations. Elsevier, Amsterdam, p 153−172

Kalnay E, Kanamitsu M, Kistler R, Collins W and others
(1996) The NCEP/NCAR 40-year reanalysis project. Bull
Am Meteorol Soc 77: 437−471

Kalvová J, Halenka T, Bezpalcová K, Nemešová I (2003)
Köppen climate types in observed and simulated cli-
mates. Stud Geophys Geod 47: 185−202

Köppen W (1923) Die Klimate der Erde. Grundriss der
 Klimakunde. Walter de Gruyter, Berlin

Köppen W (1931) Grundriss der Klimakunde. Walter de
Gruyter, Berlin

Köppen W (1936) Das geographische System der Klimate.
In:  Köppen W, Geiger R (eds) Handbuch der Klimato -
logie. Gebrüder Borntraeger, Berlin, p 1−44

Kottek M, Grieser J, Beck C, Rudolf B, Rubel F (2006) World
map of the Köppen-Geiger climate classification up -
dated. Meteorol Z 15: 259−263

Legates DR, Willmott CJ (1990) Mean seasonal and spatial
variability in gauge-corrected, global precipitation. Int J
Climatol 10: 111−127

Lohmann U, Sausen R, Bengtsson L, Cubash U, Perlwitz J,
Roeckner E (1993) The Köppen climate classification as a

diagnostic tool for general circulation models. Clim Res
3: 177−193

Meehl GA, Covey C, Delwort T, Latif M and others (2007)
The WCRP CMIP3 multi-model dataset:  a new era in
 climate change research. Bull Am Meteorol Soc 88: 
1383−1394

Mitchell TD, Jones PD (2005) An improved method of con-
structing a database of monthly climate observations
and associated high-resolution grids. Int J Climatol 25: 
693−712

Mitchell TD, Carter TR, Jones PD, Hulme M, New M (2004)
A comprehensive set of high-resolution grids of monthly
climate for Europe and the globe:  the observed records
(1901−2000) and 16 scenarios (2001−2100). Working
Paper 55, Tyndall Centre of Climate Change Research,
Norwich

Nakicenovic N, Swart R (eds) (2000) Emission scenarios.
Cambridge University Press, Cambridge

New M, Hulme M (1998) Development of an observed
monthly surface climate dataset over global land areas
for 1901−1995. Report, Climatic Research Unit, Univer-
sity of East Anglia, Norwich

New M, Hulme M, Jones P (1999) Representing twentieth-
century space-time climate variability. I. Development
of a 1961−1990 mean monthly terrestrial climato logy.
J Clim 12: 829−856

New M, Hulme M, Jones P (2000) Representing twentieth-
century space–time climate variability. II. Development
of 1901−96 monthly grids of terrestrial surface tempera-
ture. J Clim 13: 2217−2238

Patton CP (1962) A note on the classification of dry climate
in the Köppen system. California Geographer 3: 105−112

Peel MC, Finlayson BL, McMahon TA (2007) Updated world
map of the Köppen-Geiger climate classification. Hydrol
Earth Syst Sci 11: 1633−1644

Peterson TC, Vose RS (1997) An overview of the Global His-
torical Climatology Network temperature database. Bull
Am Meteorol Soc 78: 2837−2849

Rubel F, Kottek M (2010) Observed and projected climate
shifts 1901−2100 depicted by world maps of the Köppen-
Geiger climate classification. Meteorol Z 19: 135−141

Taylor K, Stouffer RJ, Meehl GA (2012) An overview of
CMIP5 and the experiment design. Bull Am Meteorol
Soc 93: 485−498

Trewartha GT (1968) An introduction to climate. McGraw-
Hill, New York, NY

Trewartha GT, Horn LH (1980) Introduction to climate, 5th
edn. McGraw Hill, New York, NY 

Wang M, Overland JE (2004) Detecting arctic climate
change using Köppen climate classification. Clim Change
67: 43−62

13

Editorial responsibility: Tim Sparks, 
Cambridge, UK

Submitted: June 17, 2013; Accepted: October 21, 2013
Proofs received from author(s): January 17, 2014



CLIMATE RESEARCH
Clim Res

Vol. 64: 201–212, 2015
doi: 10.3354/cr01316

Published August 31

1.  INTRODUCTION

Recently, a new coordinated set of experiments
with global climate models (GCMs) was performed
in the framework of the fifth phase of the Coupled
Model Intercomparison Project (CMIP5, see Taylor et
al. 2012 for project description). The new generation
of CMIP5 GCMs differs from the previous (AR4
GCMs, Meehl et al. 2007) in many aspects. The hori-
zontal resolution is finer in most cases, and more
physical processes are included in the models. More-
over, in some GCMs, biogeochemical processes are
considered in detail and therefore the simulation of a
full carbon cycle is possible. Such GCMs are usually
called earth system models (ESMs). Examples of

ESMs include MIROC-ESM-CHEM, MPI-ESM-LR,
and GFDL-ESM2G (for more details see Section 2
and Table 1). Further progress in comparison to AR4
GCMs is that changes in land use are taken into
account in historical simulations of the 20th century
(Taylor et al. 2012).

Before future climate changes are estimated based
on the outputs of GCMs, it is always necessary to
evaluate the model performance in simulating ob -
served climate in a reference period. For such tasks,
climate classifications can provide an interesting
complement to the commonly used evaluation meth-
ods. Climate classifications depict a fairly broad
range of climate features in 1 simple characteristic.
Most often, the annual and monthly mean values of
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air temperature and precipitation and their annual
cycle are summarized in the form of climate types
and subtypes. For analysis of GCM outputs, the clas-
sifications that correspond to vegetation distribution
are usually incorporated. One of the most frequently
used classifications of this kind was developed by
Köppen (1923, 1931, 1936) and modified by various
authors (e.g. Geiger 1954, Trewartha & Horn 1980;
see Belda et al. 2014 for comparison).

Probably the first paper dealing with the applica-
tion of a Köppen climate classification (KCC) for the
validation of GCM outputs was by Manabe & Hol-
loway (1975), who evaluated a simulation of the
GFDL atmospheric general circulation model with a
horizontal resolution of about 265 km and 11 vertical
levels. Frequently cited work incorporating the Köp-
pen classification is that of Lohmann et al. (1993),
who diagnosed the outputs of ECHAM3 (Roeckner et
al. 1992) at resolutions T21 and T42. Kalvová et al.
(2003) applied the Köppen classification to the simu-
lations of 4 state of the art GCMs, viz. HadCM2
(Mitchell & Johns 1997), ECHAM4 (Roeckner et al.
1996), CSIRO-Mk2b (Hirst et al. 2000), and CGCM1
(Boer et al. 2000). Peel et al. (2007) created digital
global maps of Köppen-Geiger climate (KGC) types
(Geiger 1954) based on a large amount of long-term
monthly precipitation and temperature station data.
They also discussed the geographical distribution of
KGC types over individual continents as well as the
influence of observed temperature trends on results
of the classification.

More recently, Rubel & Kottek (2010) created a
series of digital world maps of Köppen climate types
for the period 1901−2100. These maps are based on
Climatic Research Unit (CRU) TS2.1 (Mitchell &
Jones 2005), GPCC Version 4 data (http://gpcc.dwd.
de/) and GCM outputs from the TYN SC 2.0 dataset
(Mitchell et al. 2004).

Another broadly used climate classification is the
modification of the Köppen system proposed by Tre-
wartha (Trewartha 1968, Trewartha & Horn 1980).
They modified original Köppen thermal and dryness
criteria to make the climate types better correspond
with the observed boundaries of natural landscapes
and to eliminate certain vagueness of the KCC defi-
nitions. This classification, sometimes referred to as
Köppen-Trewartha or K-T classification (denoted as
KTC in the following text), provides a more detailed
description of climate type distributions than the
original Köppen scheme, modifying the thresholds
between types and adding a further level of division
of types E and F (see Belda et al. 2014 for more de -
tails and a comparison of KCC and KTC). The KTC

scheme was used by e.g. Feng et al. (2012) to analyze
ob  served and projected climate changes and their
impact on vegetation for the area north of 50° N over
the period 1900−2099. They focused on the Arctic
region, and in addition to the observed data, they
incorporated the simulations of 16 AR4 GCMs under
SRES scenarios B1, A1B, and A2. Another example of
the application of KTC on the outputs of GCMs is
the study by Guetter & Kutzbach (1990), who inves -
tigated the last interglacial and glacial climates
(126 000 and 18 000 yr before present) using simula-
tions of an atmospheric general circulation model.

In studies using rule-based classifications, such as
KCC or KTC, it is sometimes not obvious which rules
were applied first. For example, according to Kottek
et al. (2006), the KTC rules determining polar climate
class must be applied first, then those for arid cli-
mate, and finally those for tropical, temperate, and
cold classes. In KTC, the first step selects the polar
areas F, and dry climate class B is evaluated subse-
quently, i.e. the B type cuts across all climate groups
except for polar climate F (Trewartha & Horn 1980).

A different approach to climate classification is
represented by methods based solely on statistical
techniques, most often cluster analysis (e.g. Fovell &
Fovell 1993, Stern et al. 2000). A disadvantage of
such procedures is that the physical interpretation of
the results might be difficult. Alternatively, Cannon
(2012) used a rule-based clustering algorithm, multi-
variate regression tree (MRT). He applied the MRT
method on long-term monthly mean temperature
and precipitation amounts and concluded that the
MRT performed significantly better than the Köp-
pen-Geiger classification, which may be suboptimal
for applications that are sensitive to spatial variations
in precipitation.

For GCM validation, however, the rule-based clas-
sification schemes are still preferred, mainly because
they are simple, transparent, and easy to interpret,
and resulting climate types are related to vegetation
distribution, which is important for estimates of cli-
mate change impacts.

Most recently, analyses of future climate by means
of KTC from the latest generation GCMs were per-
formed by e.g. Mahlstein et al. (2013) and Feng et al.
(2014) on a subset of CMIP5 models. However, to our
knowledge, no comprehensive study of model vali-
dation for the present climate has been conducted
using climate classification. Our interest is the evalu-
ation of the new generation GCMs with regard to
geographical differences in model skill and inter-
comparison of the models. The motivation for such
in-depth analysis is manifold. First, one can derive
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from it to which extent the latest generation of GCMs
improves climate simulations. Second, it lays the
groundwork for further assessment of future climate
projections by the ensemble of CMIP5 models. Third,
and not least important for our application, is the
geographical distribution of model errors, which can
provide preliminary information to the regional cli-
mate modeling communities as to which models may
be better suited for driving the regional models in
individual regions.

Here we used the KTC to evaluate the perform-
ance of CMIP5 GCMs in simulating the climate of the
reference period 1961−1990. The KTC scheme used
is described only briefly in this text; for a full descrip-
tion see Belda et al. (2014). Additional maps and
other graphical materials can be found on a supple-
mentary website at http://kfa.mff.cuni.cz/ projects/
trewartha.

2.  DATA

The CRU TS 3.22 dataset (Harris et al. 2014) was
used as reference data representing the observed
state of the climate in the reference period 1961−
1990. We used monthly mean surface air tempera-
ture and precipitation to derive the Köppen-Tre-
wartha climate types (see Section 3 for details). Our
analysis covers global land areas (excluding Antarc-
tica) for which the CRU TS 3.22 is available at a high
spatial resolution of 0.5° × 0.5°.

A list of CMIP5 GCM simulations involved in the
present study and some basic information about
them are provided in Table 1. The data are freely
available for non-commercial purposes at http://
cmip-pcmdi.llnl.gov/cmip5/. We used the outputs
from the experiment denoted as ‘historical’. These
model runs were forced by observed atmospheric
composition changes and time-evolving land cover
during the period from the mid-19th century to the
near present (Taylor et al. 2012). For ESMs with a
carbon cycle, the carbon dioxide concentrations are
prescribed in this experiment. Where more ensemble
members were available, we chose the ensemble
member ‘r1p1i1’.

In some cases, runs from several model versions
are available and therefore it is possible to analyze
the uncertainty coming from 1 or more aspects in
model formulation when these runs are compared.
For example, GFDL-ESM2G and GFDL-ESM2M
have the same atmosphere component but different
formulation of the ocean components (www.gfdl.
noaa.  gov/ cm2m-and-cm2g). Similarly, GISS-E2-H

and GISS-E2-R differ only in the model of the ocean
(http://  data.giss.nasa.gov/modelE/ar5/). IPSL-CM5A
and IPSL-CM5B use different physical parameteriza-
tions in the atmospheric models. ‘LR’ and ‘MR’ in the
abbreviations of these model runs relate to the spa-
tial resolution of the atmospheric component (http://
icmc.ipsl.fr/index.php/icmc-models-2/icmc-ipsl-
cm5). MIROC-ESM-CHEM is the same model as
MIROC-ESM, except with an additional interactive
model of tropospheric and stratospheric chemistry
(Watanabe et al. 2011).

3.  METHODS

For validation of CMIP5 GCMs, we applied the
Köppen-Trewartha climate classification (for further
details about KTC see Trewartha & Horn 1980 and
Belda et al. 2014) in the present study. The KTC sys-
tem has 6 main climate groups. Five of them (denoted
A, C, D, E, and F) are basic thermal zones, and the
sixth group (B) is the dry climatic zone that cuts
across the other climate types, except for the polar
climate F. The main climate types are, similarly to the
Köppen classification scheme, determined according
to long-term annual and monthly means of surface
air temperature and precipitation amounts. In Belda
et al. (2014) and in the present study, we used Pat-
ton’s formula (Patton 1962, Trewartha & Horn 1980)
for dryness criteria, expressed as:

R = 2.3T − 0.64Pw + 41 (1)

where R denotes the mean annual precipitation
threshold in cm, T is the mean annual air tempera-
ture in °C, and Pw is the percentage of annual pre-
cipitation concentrated in winter (October to March
in the northern hemisphere and April to September
in the southern Hemisphere). If the mean annual pre-
cipitation amount Pmean is lower than R and higher
than 0.5R, type BS is defined in such a grid box.
Where the mean annual precipitation Pmean is lower
than 0.5R, type BW is defined. A brief description of
climate types and subtypes is provided in Table 2.

The evaluation of the GCM performances in simu-
lating the Köppen-Trewartha climatic types is compli-
cated due to differences in model horizontal resolu-
tion. The KTC types were first calculated for both
CRU TS 3.22 and CMIP5 GCMs in their original grids,
i.e. for each grid point, and based on this information
we calculated land areas falling into each climatic
subtype (expressed in terms of relative areas, per-
centage of total global land area except Antarctica).
Furthermore, the maps of KTC climatic types for all
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CMIP5 model                  Resolution         Modeling center

ACCESS1.3                    1.88° × 1.24°      Commonwealth Scientific and Industrial Research Organization and Bureau of
Meteorology, Australia

BCC-CSM1.1                   2.8° × 2.8°        Beijing Climate Center, China Meteorological Administration
BCC-CSM1.1m              1.13° × 1.13°

CanESM2                         2.8° × 2.8°        Canadian Centre for Climate Modelling and Analysis

CCSM4                           1.25° × 0.94°      National Center for Atmospheric Research

CESM1-BGC                  1.25° × 0.94°      Community Earth System Model Contributors
CESM1-CAM5               1.25° × 0.94°
CESM1-CAM5.1-FV2   2.50° × 1.88°
CESM1-FASTCHEM     1.25° × 0.94°
CESM1-WACCM          2.50° × 1.88°      

CMCC-CESM                3.75° × 3.75°      Centro Euro-Mediterraneo sui Cambiamenti Climatici

CMCC-CM                     0.75° × 0.75°      

CNRM-CM5                     1.4° × 1.4°        Centre National de Recherches Meteorologiques; Centre Européen de
CNRM-CM5.2                                          Recherche et Formation Avancées en Calcul Scientifique

CSIRO-Mk3.6.0                1.9° × 1.9°        Commonwealth Scientific and Industrial Research Organisation; Queensland
Climate Change Centre of Excellence

EC-EARTH                       1.1° × 1.1°        EC-EARTH consortium

FGOALS-g2                   2.81° × 3.00°      LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences and
CESS, Tsinghua University

GFDL-CM2p1                                           Geophysical Fluid Dynamics Laboratory
GFDL-CM3                      2.5° × 2°
GFDL-ESM2G                  2.5° × 2°
GFDL-ESM2M                 2.5° × 2°

GISS-E2-H                        2.5° × 2°           NASA Goddard Institute for Space Studies
GISS-E2-H-CC                 2.5° × 2°
GISS-E2-R                        2.5° × 2°
GISS-E2-R-CC                 2.5° × 2°

HadCM3                         3.75° × 2.5°        Met Office Hadley Centre
HadGEM2-AO
HadGEM2-CC             1.875° × 1.25°
HadGEM2-ES              1.875° × 1.25°

INM-CM4                            2° × 1.5°        Institute for Numerical Mathematics

IPSL-CM5A-LR              3.75° × 1.9°        Institut Pierre-Simon Laplace
IPSL-CM5A-MR               2.5° × 1.3°
IPSL-CM5B-LR              3.75° × 1.9°

MIROC5                           1.4° × 1.4°        Atmosphere and Ocean Research Institute (The University of Tokyo), National
Institute for Environmental Studies, and Japan Agency for Marine-Earth Science
and Technology

MIROC-ESM                    2.8° × 2.8°        Japan Agency for Marine-Earth Science and Technology, Atmosphere and
MIROC-ESM-CHEM       2.8° × 2.8°        Ocean Research Institute (The University of Tokyo), and National Institute for

Environmental Studies

MPI-ESM-LR                    1.9° × 1.9°        Max Planck Institute for Meteorology
MPI-ESM-MR                  1.9° × 1.9°
MPI-ESM-P                      1.9° × 1.9°

MRI-CGCM3                1.125° × 1.125°    Meteorological Research Institute

MRI-ESM1                      1.13° × 1.13°

NorESM1-M                     2.5° × 1.9°        Norwegian Climate Centre
NorESM1-ME                  2.5° × 1.9°

Table 1. CMIP5 global climate models analyzed in this paper
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CMIP5 models listed in Table 1 were created and can
be found at http://kfa.mff.cuni.cz/ projects/ trewartha.

For the overall model intercomparison and evalua-
tion, we used a simple statistical characteristic nor-
malized error (NE), defined as:

(2)

where K is the number of climatic types (13 for KTC
incorporated in this study), mi is the continental area
for type i in model m, oi is the corresponding area
according to CRU, and o is the global continental
area (according to CRU and the respective models).

The NE was calculated based on both original and
re-gridded model data (interpolated to the 0.5° regu-
lar grid used in CRU). Although the actual NE values
are obviously not equal, the model rank based on NE
does not change with re-gridding. In the following
analysis, we used NE calculated from the original
model data (i.e. not interpolated), to avoid introduc-
ing inconsistencies from an arbitrary choice of inter-
polation method.

To compare spatial representation of the model
data, a very simple similarity measure, also known as
the overlap, was used. For each model, we calculated
the total area of grid points where the model-simu-
lated climate type was the same as the CRU one. The
models can be sorted in terms of this matched area, or
rather, relatively with respect to the overall continent
area providing an overlap characteristic (Table 3).
Unlike the NE measure, this method re quires inter -
polating model data to a common grid (in our case a
CRU grid) before calculating climate types. The inter-
polation into the CRU grid was performed using a
simple bilinear interpolation method. There is, how-
ever, an obvious drawback to such an overlap meas-
ure. Clearly, it only takes matching grid points into t
without accounting for mismatches, i.e. events when
the climate model gives different climate types than
CRU (for example, GCM simulates climate type BS
while CRU gives type BW). We did not attempt to cor-
rect this problem, since there are many possible ways
to assign weights for individual type mismatches. An-
alyzing these similarity measures in more detail (see
e.g. Boriah et al. 2008) is beyond the scope of this pa-
per; therefore, we used no penalization of mismatches
during further assessment.

Furthermore, the similarity between any 2 CMIP5
models expressed as overlap can be used for hierar-
chical cluster analysis. A matrix of pairwise distances
is obtained by subtracting the similarity from 100%,
i.e. the distance between 2 models is defined as a
percentage of the total Earth surface (excluding
Antarctica) where the climate types do not agree.
The resulting matrix of similarities is visualized by
hierarchical cluster analysis. The statistical analysis
was performed in the statistical computing environ-
ment R (R Core Team 2012). The Ward algorithm (R,
library MASS, function hclust()) was used to create a
dendrogram (see Fig. 2).

All mentioned metrics were calculated for individ-
ual models as well as for the ensemble mean, cal -
culated by applying the KTC classification to the
ensemble average of temperatures and precipitation.
The multi-model mean values are denoted as CMIP5
ENS in the included tables and figures.

∑= −
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Type/         Criteria
subtype     Rainfall/temperature regime

A                Tcold > 18°C; Pmean > R

Ar               10 to 12 mo wet; 0 to 2 mo dry

Aw             Winter (low-sun period) dry; >2 mo dry

As              Summer (high-sun period) dry; rare in type A
climates

B                Pmean < R

BS              R/2 < Pmean < R

BW             Pmean < R/2

C                Tcold < 18°C; 8 to 12 mo with Tmo > 10°C

Cs              Summer dry; at least 3 times as much rain in
winter half year as in summer half-year; Pdry
< 3 cm; total annual precipitation < 89 cm

Cw             Winter dry; at least 10 times as much rain in
summer half-year as in winter half-year

Cf               No dry season; difference between driest
and wettest month less than required for Cs
and Cw; Pdry > 3 cm

D                4 to 7 mo with Tmo > 10°C

Do              Tcold > 0°C

Dc              Tcold < 0°C

E                1 to 3 mo with Tmo > 10°C

F                 All months with Tmo < 10°C

Ft               Twarm > 0°C

Fi                Twarm < 0°C

Table 2. Definition of Köppen-Trewartha classification cli-
mate types according to Trewartha & Horn (1980), with a
dryness threshold defined by Patton (1962). Tmo : long-term
monthly mean air temperature; Tcold (Twarm): monthly
mean air temperature of the coldest (warmest) month;
Pmean: mean annual precipitation (cm); Pdry : monthly pre-
cipitation of the driest summer month; R: Patton’s precipita-
tion threshold, defined as R = 2.3T − 0.64Pw + 41, where T
is mean annual temperature (°C), and Pw is the percentage 

of annual precipitation occurring in winter
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4. KTC TYPES FROM CMIP5 GCMS FOR THE
PERIOD 1961−1990

As a first look at the results, we show the world maps 
of classification calculated from CRU TS 3.22 and 
CMIP5 simulation results (Fig. S1 in the Supplement, 
www.int-res.com/articles/suppl/c064p201_supp.pdf). 
The percentages of continental areas (excluding 
Antarctica) covered by KTC climate types according 
to CRU TS 3.22 and CMIP5 GCMs are summarized in 
Fig. 1. In these figures, we present the results based 
on data in original model grids. The results for re-
gridded data do not show significant differences and 
are presented at the accompanying website (http://
kfa. mff.cuni.cz/projects/trewartha).

The most frequent KTC type in CRU TS 3.22 is the 
desert climate BW, which covers 19% of the investi-
gated continental area. Twenty out of 43 studied 
GCMs also give BW as the most frequent KTC type. 
On the other hand, 11 (7) GCMs produce type E (Aw)  
as the most abundant. Both versions of NorESM1 
give type Cf with the highest coverage, and CESM1-
FASTCHEM, CESM1-BGC, and HadGEM2-AO pro-
duce type Dc as the most frequent type.

In addition to BW, there are 4 KTC types with more 
than 10% continental coverage in the observed data: 
Aw, BS, Dc, and E. A similar result is seen for almost 
all GCMs and the ensemble average. In a few cases, 
type Aw is underestimated. According to 12 GCMs 
(e.g. most of the CESM1 simulations), type BS covers 
less than 10% of the continental area. Based on the 
CRU dataset, type Cf covers 8.1% of continental 
area, but approximately half of the GCMs give more 
than 10% continental coverage for this type. This 
overestimation results mainly from too large a simu-
lated Cf area in southern Africa, South and Central 
America, northern India, and Australia (Fig. S1).

We will now comment on the skill of the GCMs at 
simulating the geographical distribution of the most 
widespread climatic types. About half of the GCMs 
underestimate the area covered by BW. However, as 
evident in Fig. S1, it does not appear possible 
to  depict one problematic region that is common to 
all models. For example, all versions of NorESM1, 
CESM1, FGOALS-g2, and MIROC do not simulate 
BW over Australia, whereas in CRU TS 3.22, most of 
this continent is covered by this type. On the other 
hand, INMCM4 represents the distribution of KTC 
types over Australia correctly, but underestimates 
BW over all other continents. The smallest coverage 
of BW is simulated by FGOALS-g2, which in the 
southern part of Africa, over Australia, and in central 
Asia does not simulate any desert at all. The best
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Model NE       NE     Overlap  Overlap 
rank        (%)         rank

CMIP5 ENS 0.189      19         70.07           1
ACCESS1.3 0.142       5          66.46          12
BCC-CSM1.1-m 0.111       1          59.21          37
BCC-CSM1.1 0.156       8          62.78          25
CanESM2 0.184      16         65.01          17
CCSM4 0.281      37         63.28          22
CESM1-BGC 0.286      40         63.34          21
CESM1-CAM5 0.253      30         65.29          16
CESM1-CAM5.1-FV2   0.322      43         61.83          29
CESM1-FASTCHEM     0.289      41         63.16          23
CESM1-WACCM          0.298      42         59.18          38
CMCC-CESM 0.174      13         63.41          20
CMCC-CM 0.157      10         66.18          13
CNRM-CM5 0.208      22         67.60           7
CNRM-CM5.2 0.196      20         67.05          10
CSIRO-Mk3.6.0 0.226      23         59.60          35
EC-EARTH 0.236      26         66.13          14
FGOALS-g2 0.257      31         56.50          44
GFDL-CM2p1 0.228      24         59.73          34
GFDL-CM3 0.238      27         63.84          18
GFDL-ESM2G 0.274      34         57.46          41
GFDL-ESM2M 0.235      25         59.41          36
GISS-E2-H 0.158      11         61.51          30
GISS-E2-H-CC 0.156       9          61.26          31
GISS-E2-R 0.153       7          62.36          26
GISS-E2-R-CC 0.144       6          62.18          27
HadCM3 0.172      12         60.82          33
HadGEM2-AO 0.184      17         67.72           6
HadGEM2-CC 0.207      21         67.35           8
HadGEM2-ES 0.177      14         68.94           3
INM-CM4 0.325      44         61.95          28
IPSL-CM5A-LR 0.277      36         63.83          19
IPSL-CM5A-MR 0.251      29         65.73          15
IPSL-CM5B-LR 0.250      28         61.14          32
MIROC-ESM 0.283      39         56.59          43
MIROC-ESM-CHEM     0.271      33         56.83          42
MIROC5 0.281      38         62.98          24
MPI-ESM-LR 0.137       4          67.82           5
MPI-ESM-MR 0.115       2          68.26           4
MPI-ESM-P 0.127       3          68.97           2
MRI-CGCM3 0.187      18         66.82          11
MRI-ESM1 0.180      15         67.20           9
NorESM1-M 0.260      32         58.12          39
NorESM1-ME 0.275      35         57.47          40

Table 3. Model to observation statistics calculated for 1961−
1990. CMIP5 ENS: ensemble mean; NE: normalized error of
Köppen-Trewartha classification climate type areas for
CMIP5 GCMs vs. CRU TS 3.22; NE rank: ranking of the mod-
els based on normalized error; Overlap: percentage of conti-
nental area, excluding Antarctica, where the model and CRU
climate types agree; Overlap rank: ranking of the models 
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results in terms of both total coverage and actual dis-
tribution of type BW were achieved by MPI-ESM-LR.

Most of the models (39 out of 43 GCMs) underesti-
mate the percentage of global continents covered by
BS. The exceptions are CanESM2, HadCM3, and
GISS-E2-H, GISS-E2-H-CC, which overestimate BS
mainly over Australia and South America (Had CM3
only over Australia). The area of BS is most underes-
timated by CMCC-CESM, mainly because of a small
coverage of this type over North America and Asia.
The percentage of continents covered by BS is best
simulated by GISS-E2-H, and both simulations of
BCC-CSM1, but the distribution of this type in these
models is not quite correct. They overestimate its
area over Australia, while over North America this
type is barely present.

Type Aw is best simulated by MPI-ESM-MR, IPSL-
CM5B-LR, and BCC-CSM1.1m, even though the first
2 overestimate the area covered by Aw in South
America and underestimate it over Africa and south-
ern Asia. Regarding other GCMs, there is no general
tendency to overestimate or underestimate the per-
centage of continental area belonging to Aw. MIROC5
overestimates this type quite strongly (by 6 percent-
age points, i.e. 6% of the continental area), mostly
over Africa, where it pushes the borders of this type

farther from the equator in both directions, and over
South America, where it replaces type Ar with Aw.
On the other hand, the model INMCM4 only has 5%
of continental areas covered by Aw, in comparison to
12.9% in CRU TS 3.22. In equatorial areas over Africa
and South America, this model gives Ar and Cf over
areas belonging to Aw in the observed data.

Type Dc is overestimated by the CMIP5 GCMs.
The only exceptions are both MRI simulations and
GFDL-CM3, which underestimate the Dc coverage,
but by less than 1 percentage point. In CRU TS 3.22,
Dc is found mainly over Europe, central Asia and
North America, and these areas are depicted quite
well by most of the models. The strongest overesti-
mation of more than 3 percentage points is seen in
the HadGEM2 simulations and MIROC5. These
models simulate Dc over areas that belong to BS or E
in the observed data.

The GCMs tend to overestimate the area covered
by type E (26 GCMs overestimate type E area, 17
underestimate it, and the absolute bias is smaller in
the case of underestimation); this is most evident in
the simulations of GFDL-CM2p1, FGOALS-g2, and
both simulations of MRI. These models give type E
where, according to observed data, Ft should be
placed mainly over northern Canada, Alaska (USA),
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Fig. 1. Percentage of continental area (excluding Antarctica) covered by Köppen-Trewartha classification climate types (see Table 2 
for descriptions of climate types) according to CRU TS3.22 and CMIP5 global climate models for the period 1961−1990
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and north-eastern Asia. FGOALS-g2 and MRI even
give E over western parts of the USA, where Dc or BS
are present according to the observed data. Interest-
ingly, the model CNRM-CM5, which also overesti-
mates the area of E by about 2 percentage points,
simulates E even on the shores of Greenland and in
several grid points over the Arctic islands. Most of
these problems are not present in the CNRM-CM5.2
simulation. Following Fig. 1, the closest models to
observations in terms of the percentage of continents
covered by type E are CMCC-CESM and MPI-ESM-
LR. The geographical distribution is depicted quite
well over Europe and Asia in these 2 models
(Fig. S1). However, they fail in distinguishing E and
Ft types over Alaska and northern Canada.

Regarding other climate types (besides the above
analyzed 5 most abundant), it is worth denoting that
most of the GCMs are not capable of characterizing
type Ar, mainly over South America. Some of them
simulate dry climate types BS and BW over areas
belonging to Ar in CRU TS 3.22 over this region (e.g.
CanESM2, CSIRO-Mk3.6.0, all MPI simulations).
The percentage of global continental area covered
by Ar is underestimated by most GCMs, sometimes
by >50%. The exceptions are the GISS simulations
and INMCM4, which overestimate the coverage of
Ar by up to 1.8 percentage points.

When we assess the overall GCM performance ac -
cording to the NE (Eq. 2, values shown in Table 3), the
models closest to observations are BCC-CSM1.1m,
ACCESS1.3, and 3 MPI-ESM.

When we use a simple overlap similarity measure,
the rank of the models is different, (last column in
Table 3). This metric, when subtracted from 100%,
can also be used as a dissimilarity measure for hierar-
chical cluster analysis. The dendrogram (Fig. 2) sug-
gests that the models on the right-hand side are more
similar to CRU than models on the left-hand side.
CRU seems to be most similar (closest) to CMCC-CM
(within 1 cluster). In the next step, we may add the
cluster consisting of INMCM4, MPI-ESM-LR, and
MRI-CGCM3 and then clusters of IPSL experiments
and CNRM GCMs. In most cases, GCMs originating
from 1 modeling center have close locations within
the dendrogram, regardless of differences in physical
parameterizations and spatial resolution, e.g. models
MPI, IPSL, and HadGEM2. One such group of mod-
els consists of MRI-CGCM3 and MRI-ESM1, where
MRI-ESM1 was basically created from MRI-CGCM3
by adding chemical and biogeochemical modules,
and therefore the dynamical and thermodynamical
processes are entirely the same in both models
(Adachi et al. 2013).

Regarding the performance of the multi-model
mean (CMIP5 ENS), we found the following main
results. Unlike CRU TS 3.22, CMIP5 ENS gives type
E as the most abundant climate, and continental cov-
erage of Cf is larger than 10%. It underestimates rel-
atively strongly the area of BW on practically all con-
tinents (by more than 5 percentage points overall).
On the other hand, CMIP5 ENS overestimates the
area of Dc, mainly over North America and the
 Middle East. The overestimation of type E areas by
CMIP5 ENS is relatively large, and is mainly due to
pushing the northern border of type E too far over
northern Canada and eastern Asia. For other KTC
types, the CMIP5 differences from CRU are mostly
smaller than 1.5 percentage points. According to the
NE, CMIP5 ENS rank is approximately in the middle
of all studied GCMs. On the other hand, based on the
overlap characteristic, CMIP5 ENS is in the best
agreement with CRU.

5.  DISCUSSION AND CONCLUSIONS

We evaluated the skill of CMIP5 GCMs (Taylor et
al. 2012) based on the ability of GCMs to represent
the climatic types according to the Köppen- Trewartha
climate classification (Trewartha & Horn 1980, Belda
et al. 2014). The distribution of KTC types was ana-
lyzed for the 30 yr reference period 1961−  1990. In
connection to the choice of averaging period, it is nec-
essary to discuss the influence of natural variability.
Since an in-depth analysis of the sources of uncer-
tainty is beyond the scope of this study, we reference
our previous study (Belda et al. 2014), where the evo-
lution in 30 yr moving averages was analyzed on CRU
data as the first step. Observed changes of KTC types
during the 20th century inferred from these values
are mostly within a few tenths of percentage points,
except for BS, which is within ±0.6 percentage points
(i.e. changes of 0.6% of the continental area).

However, Deser et al. (2012) showed that within a
large model ensemble, the natural variability con-
tributes considerably to the uncertainty of future cli-
mate on the multi-decadal scale (in their case, the
period 2006−2060). In our CMIP5 study, we exam-
ined the influence of internal climate variability on
simulated KTC types by analysis of perturbed initial
conditions within a 10-member ensemble of CSIRO-
Mk3.6.0 simulations. Areas covered by individual
KTC types differ by <0.7% of total continental area
between individual ensemble members (not shown).
Therefore, in our opinion, the uncertainty connected
to the choice of a specific reference period is much

208

A
ut

ho
r c

op
y



Belda et al.: Climate classification of CMIP5 simulations

lower than model errors; also, the spread of individ-
ual models is larger than between different realiza-
tions of the selected model CSIRO-Mk3.6.0.

We used several different perspectives of model
performance evaluation, ranging from the percent-
age of continental area (excluding Antarctica) cov-
ered by KTC climate types and a simple visual
assessment of simulated geographical distribution of
climatic types through relative error and overlap, to
visualizing the matrix of similarities (the similarity
between any 2 climate models is measured by a per-
centage of overlap of identical climate types) by hier-
archical cluster analysis.

The GCMs’ performance was assessed ac cording
to the percentage of continental areas (ex cluding
Antarctica) covered by KTC climate types. We con-

centrated mainly on the 5 most abundant climate
types BW, BS, Aw, Dc, and E. We can see some gen-
eral tendencies to overestimate or underestimate
areas belonging to individual climate types that seem
to be common to most of the GCMs. About half of
GCMs underestimate the area covered by BW and
Aw, BS is underestimated by most of the models, and
E and Dc are overestimated. However, problematic
geographical regions differ between models, e.g. it is
not possible to depict a region where most of the
models unrealistically simulate the Aw type.

In the case of type BW, both total coverage and
actual distribution are best simulated by MPI-ESM-
LR. In terms of area covered by BS, models GISS-E2-
H and both BCC-CSM1 simulations are closest to the
observed state, but the geographical distribution of
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Fig. 2. Cluster dendrogram of model correspondence within the ensemble and with the CRU dataset; the Ward algorithm was 
used based on overlap measures
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this type in these models is not quite realistic. Type
Aw is best simulated by MPI-ESM-MR, IPSL-CM5B-
LR, and BCC-CSM1.1m. Climate type Dc occurs
mainly over Europe, central Asia, and North Amer-
ica, and most of the models depict these areas quite
well. Regarding the total land area covered by type
E, the closest models to observations are CMCC-
CESM and MPI-ESM-LR, but, similarly to BS, the
geographical distribution of type E is not de picted
correctly in these 2 models.

Most of the GCMs cannot correctly characterize
the equatorial climate over South America, with
some of them even giving types BS and BW over
areas belonging to Ar in CRU TS 3.22 (e.g.
CanESM2, CSIRO-Mk3.6.0, and all MPI simulations).
As a whole, the area of tropical rainforest climate Ar
is underestimated by most CMIP5 GCMs.

The above summarized evaluation of GCMs in
terms of the percentage of continental areas (exclud-
ing Antarctica) covered by KTC climate types was
based on the GCMs’ outputs in their original spatial
resolution. Calculations with model outputs interpo-
lated into the CRU TS 3.22 grid gave almost identical
results. Therefore, we consider the error caused by
interpolation negligible.

A GCM can give correct values of global land area
fraction belonging to a specific KTC climate type even
though the geographical distribution is not well cap-
tured by the model. Furthermore, the same GCM can
skillfully simulate global land area fractions for some
of the climate types but can fail in the case of others.

The evaluation of the models by a specific charac-
teristic depends on what the characteristic depicts,
and the results obtained using different metrics can
significantly differ. This fact has already been shown
in many studies, e.g. Gleckler et al. (2008), Pierce et
al. (2009). The agreement of simulated and observed
KTC types also depends on the choice of criterion.
For example, the model BCC-CSM1.1m is the best
model when considering NE of all climate types
(Table 3). However, the most widespread type BW is
not simulated very consistently by this model (Fig. 1);
for example, BW is absent over Australia according
to BCC-CSM1.1m.

A different perspective to the model evaluation is
provided by the overlap measure of similarity
(Table 3), which is based on the relative area of grid
points in which the climate type given by the GCM
matches CRU TS 3.22. The best models according to
this assessment are MPI-ESM-P, HadGEM2-ES, and
MPI-ESM-MR. The cluster dendrogram based on
overlap similarity measures showed that the models
most similar to CRU TS 3.22 are CMCC-CM,

INMCM4, MPI-ESM-LR, and MRI-CGCM3. The
next cluster is formed by IPSL experiments and then
by CNRM-CM5 simulations.

The horizontal resolution of GCMs analyzed in our
study varies from 0.75° × 0.75° to 3.75° × 3.75°. Our
results do not indicate any general tendency that
GCMs with finer horizontal resolution give better
representation of KTC types. For example, we can
see in Fig. 2 that in the cluster nearest to CRU TS 3.22
are GCMs with relatively high spatial resolution;
however, they were developed in different modeling
centers, and it is not clear whether their success is
caused by their resolution. On the other hand, model
CSIRO-Mk3.6.0 with a relatively high resolution of
1.9° × 1.9° is quite far from that cluster. Both IPSL-
CM5A-LR and IPSL-CM5A-MR, which share the
same physical parameterizations but differ in their
spatial resolution, belong to 1 cluster, indicating a
lower effect of resolution on simulated KTC types.
The described ambiguous effect of spatial resolution
is not particularly surprising because model perform-
ance is affected not only by coarse or fine resolution,
but also by the parameterizations used, numerical
schemes, etc. (e.g. Duffy et al. 2003). However, a
clearer benefit of finer resolution might occur if we
add another level of subtypes into the classification.
This may prove useful especially when applying the
classification to regional models rather than GCMs in
regions with a much more diverse structure of sur-
face characteristics.

The GCMs coming from the same modeling center
are often grouped in the same cluster. A similar result
was already described by Knutti et al. (2013). Even
though they used a different methodology, their con-
clusions are quite similar to our results. For example,
Knutti et al. (2013) also found that the simulations of
CESM1 are close to CCSM4, although most of the
major parameterizations were changed going from
CCSM4 to CESM1.

According to our results, the multi-model ensemble
mean did not outperform all individual GCMs, ex -
cept for the overlap characteristic. Various previous
studies evaluating GCM performances according to
different characteristics and metrics indicated supe-
riority of the multi-model mean (e.g. Gleckler et al.
2008, Pierce et al. 2009, Miao et al. 2014). A possible
explanation is that unlike usual validation metrics,
the climate classification schemes combine various
aspects of both air temperature and precipitation
fields and therefore no simple cancellation of errors
can be expected.

Further analysis of the reasons why the CMIP5
GCMs have problems with simulation of the ob -
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served distribution of some KTC types in some
regions for the reference period would require a de -
tailed analysis of simulated air temperature and pre-
cipitation fields. However, such an investigation is
beyond the scope of this paper. We concentrated on
the evaluation of CMIP5 GCMs using KTC climate
types to show how a climate classification can pro-
vide a compact analysis tool integrating important
temperature and precipitation characteristics.
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1.  INTRODUCTION

The outputs of state-of-the-art global climate mod-
els are currently available within the Coupled Model
Intercomparison Project Phase 5 (CMIP5, Taylor et al.
2012b), which served as the basis for the IPCC’s Fifth
Assessment Report, published in September 2013
(available online at www.ipcc.ch). Besides the global
climate models (GCMs) themselves, which were
improved, e.g. toward higher resolution and in some
cases by including new processes and interactions
such as so-called Earth System Models (ESMs), the
methodology re garding the construction of projec-
tion scenarios also changed in comparison to previ-
ous GCM experiments (CMIP3 GCMs, Meehl et al.
2007). For the core CMIP5 GCM experiments, 4 rep-
resentative concentration pathways (RCPs) with

radiative forcing ranging from 2.6 to 8.5 W m−2 in the
year 2100 were chosen, designated as RCP2.6,
RCP4.5, RCP6.0, and RCP8.5 (Moss et al. 2010).

Each generation of climate models must in evitably
be subject to tests of how realistic the models are in
simulating the observed climate characteristics in the
recent past. The climate classifications can serve,
inter alia, as effective tools for analysis of model per-
formance. The Köppen classification (Köppen 1923,
1931, 1936, Geiger 1954) or Köppen-Trewartha classi-
fication (KTC, Trewartha 1968, Trewartha & Horn
1980) have most often been used for this purpose. The
climate types are based on long-term climato logical
means of near-surface air temperature and precipita-
tion that are easily obtained from the outputs of
GCMs. The KTC provides a slightly more detailed de-
scription of climate type distributions than the original
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climate types. For other types, the response was mostly smaller than model error, or there was con-
siderable disagreement among the ensemble members. Altogether, around 14% of the
 continental area is expected to change climate types by the end of the 21st century under the
 projected RCP4.5 forcing and 20% under the RCP8.5 scenario.

KEY WORDS:  Köppen-Trewartha climate classification · Coupled Model Intercomparison Project
Phase 5 · CMIP5 · Global climate model · Climate type change · Representative concentration
pathways

OPENPEN
 ACCESSCCESS



Clim Res 71: 17–31, 2016

Köppen scheme (de Castro et al. 2007). Belda et al.
(2014) reviewed the KTC and its differences from the
original Köppen scheme, and analyzed ob served pat-
terns in climate types and their changes during the
20th century.

Climate types derived from GCM projections of
future climate are useful for a variety of sectors and
scientific fields. They provide an idea of what
changes can be expected in the areas of individual
climate types. Due to their strong relationship with
the distribution of natural vegetation zones (e.g. Tre-
wartha & Horn 1980, Bailey 2009), it is possible to
assess the development of different ecoregions, even
though further information on e.g. edaphic and topo -
grafic properties (Baker et al. 2010, Hargrove & Hoff-
man 2004) is needed for such assessments.

Projected changes in climate types have previously
been analyzed in various studies using different cli-
mate models and emission scenarios. Lohmann et al.
(1993) assessed the outputs of the atmospheric gen-
eral circulation model ECHAM3 using the Köppen
classification, and derived shifts in climate zones in
greenhouse gas warming simulations over 100 model
years. They projected a retreat of the permafrost
 climate and an extension of both the tropical rainy
climate and dry climate.

Kalvová et al. (2003) applied the Köppen classifica-
tion to simulations of 4 GCMs, namely HadCM2,
ECHAM4, CSIRO-Mk2b, and CGCM1, for the pres-
ent and future periods. They confirmed the results
described by Lohmann et al. (1993) regarding tropi-
cal and dry climates and described a decline in the
area of boreal and cold climates.

More recently, Rubel & Kottek (2010) created a se-
ries of digital world maps of Köppen climate types for
the period 1901−2100 based on observed data (CRU
TS2.1, GPCC Version 4) and 20 simulations of
5 GCMs (each GCM with 4 Special Report on Emis-
sion Scenarios [SRES] emission scenarios). In the case
of the emission scenario with the highest rate of emis-
sion increase (A1FI), the results showed an in crease in
the areas covered by tropical, dry, and temperate cli-
mates, and a decrease in the coverage of cold and bo-
real climates. Projected changes for the milder emis-
sions scenario (B1) were significantly smaller.

Baker et al. (2010) compared KTC types over China
for historical (1961−1990) and projected future cli-
mates (2041−2070) simulated by HadCM3 for the
SRES A1FI scenario. They showed that the spatial
patterns of climate change resulted in a northern
migration of warmer climatic types as well as a slight
expansion in the high-latitude desert and arid shrub-
land regions in northwestern China.

Mahlstein et al. (2013) used simulations of 13
CMIP5 GCMs for determination of Köppen-Geiger
climate types and analyzed their changes during
1900−2098. They found that under the RCP8.5 forc-
ing, for which the mean warming reaches about
4.5°C by the end of the 21st century (Rogelj et al.
2012), approximately 20% of the global land area
would undergo a shift in the original climate zones.
Frost climates are projected to largely decline, some
arid climatic zones are expected to expand, and large
parts of the global land area with cool summers will
experience a change to climates with hot summers.
However, Mahlstein et al. (2013) also emphasized
large model uncertainties and reported that the pace
of the climate type shifts increases with increasing
global mean temperature.

Feng et al. (2012) analyzed observed and projected
climate changes and their impact on vegetation for
the area north of 50° N over the period of 1900−2099
using the KTC scheme. To estimate the future
changes, they used the simulations of 16 CMIP3
GCMs for 3 SRES emission scenarios (B1, A1B, and
A2). Their results showed a decrease in areas classi-
fied as tundra, ice cap, and subarctic continental cli-
mates, and an expansion of the temperate and boreal
oceanic climates. Moreover Feng et al. (2012) pro-
jected that arid, warm temperate, and snow and
polar climates will successively shift to the north in
the northern hemisphere.

Feng et al. (2014) focused on shifts in KTC climate
types in 1900−2100. In contrast to Feng et al. (2012),
the analysis was done for the whole global land area
and model simulations of 20 CMIP5 GCMs for
RCP4.5 and RCP8.5 pathways. Feng et al. (2014)
found that during the 21st century, the KTC types
would shift toward warmer and drier types, with the
largest changes in the northern hemisphere north
of 30° N. They also concluded that temperature
changes are the dominant factor causing the projec -
ted shifts in climate types during the 21st century.

Here we used the KTC to assess changes in climate
type areas simulated by a suite of 30 CMIP5 GCMs
for the period of 2006−2100 and 2 RCPs (RCP4.5
and RCP8.5). Our study follows previous papers, i.e.
Belda et al. (2014) mentioned above and Belda et al.
(2015), wherein we assessed the performance of 43
CMIP5 GCMs in simulating the KTC climate types in
the reference period 1961−1990. One of the main
conclusions of Belda et al.’s (2015) analysis was that
models generally had problems capturing the rain-
forest climate type Ar (see Table 2 for climate types),
mainly in Amazonia. The desert climate type BW was
underestimated by half of the models. Boreal climate
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type E was overestimated by many models, mostly
spreading over to the areas of observed tundra type
Ft. Further, Belda et al. (2015) indicated that CMIP5
GCMs did not show any clear tendency to improve
the representation of climate types with increasing
spatial resolution.

In addition to previous analyses of CMIP5 models
in terms of Köppen classification by Mahlstein et al.
(2013) and Feng et al. (2014), here we use the largest
possible set of GCMs, describe the temporal evolu-
tion of KTC types for individual GCMs, and present
simulated changes in the context of model perform-
ance for the present climate. We also add an analysis
of future climate uncertainty in terms of ensemble
spread throughout the scenario simulations.

Various supplementary graphical products, includ-
ing figures describing the model performance of
CMIP5 GCMs used by Belda et al. (2015) are avail-
able at http://kfa.mff.cuni.cz/projects/trewartha/.

2.  DATA AND METHODS

2.1.  Data

A suite of CMIP5 GCM simulations is employed
here, selected based on the availability of data for
both RCP4.5 and RCP8.5 scenarios. Basic information
on all model simulations incorporated here is pre-
sented in Table 1. The data are available at http://
cmip-pcmdi.llnl.gov/cmip5/; we used monthly mean
surface air temperature and precipitation to classify
the KTC types. The outputs from the experiment
denoted as ‘historical’ were used for the reference
period 1961−1990. For the future time period
2006−2100, we considered 2 alternative simulations,
RCP4.5 and RCP8.5. RCP4.5 assumes radiative forc-
ing of 4.5 W m−2 at stabilization after 2100, whereas
RCP8.5 represents a ‘rising pathway’ with radiative
forcing higher than 8.5 W m−2 after 2100. For more
details on RCPs, see Moss et al. (2010). Where more
ensemble members were available, we chose the
ensemble member r1i1p1 (considered a baseline sim-
ulation of the subensemble for the puposes of this
analysis) (Taylor et al. 2012a).

As one of the indicators of uncertainty in the cli-
mate signal, errors in the historical experiment dur-
ing the reference period were considered in terms of
KTC types based on monthly mean surface air tem-
perature and precipitation provided by the Climatic
Research Unit (CRU) TS 3.22 dataset (Harris et al.
2014, hereafter TS3) available in spatial resolution of
0.5° × 0.5° over global land areas excluding Ant -

arctica. As a part of the uncertainty analysis, a com-
parison of the classification based on 2 versions of
CRU (TS 3.22 and TS 3.1.10) and the University of
Delaware dataset version 4.01 (UDEL; Willmott &
Matsuura 2001) was performed with the conclusion
that the differences between these datasets are con-
siderably smaller than the spread of the model simu-
lations, and thus the impact of the choice of the
observational dataset on GCM performance evalua-
tion is negligible.

2.2.  Methods

The KTC system (Trewartha & Horn 1980, Belda et
al. 2014) has 6 main climate groups. Five of them (A,
C, D, E, and F) are basic thermal zones. The sixth
group, B, is the dry climatic zone that cuts across the
other climate types, except for the polar climate F.
Similarly to original Köppen classification scheme,
the main climate types are determined according to
long-term annual and monthly means of surface air
temperature and precipitation amounts. The dryness
threshold distinguishing group B is based on the def-
inition by Patton (1962). A brief summary of climate
types and subtypes is provided in Table 2.

The KTC climate types were calculated in the orig-
inal model grids for the reference period 1961−1990
and for running 30 yr periods during the 21st century,
beginning with 2006−2035 until 2071−2100 or 2070−
2099 (as data for some of the model runs are only
available until the year 2099). Land areas falling into
each climate type/subtype were expressed in terms
of relative areas, i.e. as a percentage of the whole
global land area (excluding Antarctica). Simulated
changes of KTC types for both RCP4.5 and RCP8.5
were assessed in several different ways. An overall
picture of the multi-model ensemble evolution in
time is provided as medians and 10th and 90th
percen tiles of changes of relative areas with respect
to the values simulated for the reference period
1961−1990.

Further, we pay special attention to 3 selected time
periods denoted as near future (2006−2035), mid-
century (2020−2050), and far future (2071−2100 or
2070−2099 based on the simulation period). We de -
monstrate changes in selected climate type areas for
each of these periods simulated by individual GCMs
together with model errors in the reference period
indicating the reliability of the climate change signal.
All changes are expressed in percentage of area sim-
ulated by the respective GCMs in the reference pe -
riod. The model errors are defined as differences in
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No. CMIP5 model Resolution Modeling center/model versions

1 ACCESS1.3 1.88° × 1.24° Commonwealth Scientific and Industrial Research Organisation (CSIRO) 
and Bureau of Meteorology, Australia

2 CanESM2 2.8° × 2.8° Canadian Centre for Climate Modelling and Analysis
3 CCSM4 1.25° × 0.94° National Center for Atmospheric Research
4 CESM1-BGC 1.25° × 0.94° Community Earth System Model Contributors

BGC: BioGeoChemistry
CAM5: Community Atmospheric Model v5
FV2: Finite volume 2degree

5 CESM1-CAM5 1.25° × 0.94°
6 CESM1-CAM5.1-FV2 2.50° × 1.88°
7 CNRM-CM5 1.4° × 1.4° Centre National de Recherches Météorologiques; Centre Européen de 

Recherche et Formation Avancées en Calcul Scientifique
8 CSIRO-Mk3.6.0 1.9° × 1.9° CSIRO; Queensland Climate Change Centre of Excellence
9 FGOALS-g2 2.81° × 3.00° LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences and 

CESS,Tsinghua University
10 GFDL-CM3 2.5° × 2° Geophysical Fluid Dynamics Laboratory
11 GFDL-ESM2G 2.5° × 2°
12 GFDL-ESM2M 2.5° × 2°
13 GISS-E2-H 2.5° × 2° NASA Goddard Institute for Space Studies

H: Hycom Ocean Model
R: Russell Ocean Model
CC: interactive terrestrial carbon cycle, ocean biogeochemistry

14 GISS-E2-H-CC 2.5° × 2°
15 GISS-E2-R 2.5° × 2°
16 GISS-E2-R-CC 2.5° × 2°
17 HadGEM2-AO Met Office Hadley Centre

AO: aerosols, ocean & sea-ice
CC: AO+terrestrial carbon cycle, ocean biogeochemistry
ES: CC+chemistry

18 HadGEM2-CC 1.875° × 1.25°
19 HadGEM2-ES 1.875° × 1.25°
20 INM-CM4 2° × 1.5° Institute for Numerical Mathematics
21 IPSL-CM5A-MR 2.5° × 1.3° Institut Pierre-Simon Laplace

MR: Medium resolution
LR: Low resolution

22 IPSL-CM5B-LR 3.75° × 1.9°
23 MIROC5 1.4° × 1.4° Atmosphere and Ocean Research Institute (The University of Tokyo), 

National Institute for Environmental Studies, and Japan Agency for Marine-
Earth Science and Technology

24 MIROC-ESM 2.8° × 2.8° Japan Agency for Marine-Earth Science and Technology, 
Atmosphere and Ocean Research Institute (The University of Tokyo), and 
National Institute for Environmental Studies
CHEM: added atmospheric chemistry

25 MIROC-ESM-CHEM 2.8° × 2.8°
26 MPI-ESM-LR 1.9° × 1.9° Max Planck Institute for Meteorology 

MR: Medium resolution
LR: Low resolution

27 MPI-ESM-MR 1.9° × 1.9°
28 MRI-CGCM3 1.125° × 1.125° Meteorological Research Institute
29 NorESM1-M 2.5° × 1.9° Norwegian Climate Centre

M: intermediate resolution
ME: M+carbon cycle

30 NorESM1-ME 2.5° × 1.9°

Table 1. CMIP5 global climate models analyzed in this study with model versions explained (where applicable)
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simulated and observed CRU TS3.22 areas expressed
as a percentage of observed values.

For illustration of the geographical distribution of
changes simulated for the far-future period, maps of
projected distributions of KTC types are shown for
both RCPs. Climate zones in the future period were
calculated based on temperature and precipitation
scenarios constructed using the delta method (Deque
2007). En semble mean values in the periods 2070−
2099 and 1961−1990 were used to calculate deltas
that were then added (multiplied) to the present cli-
mate state represented by the temperature (precipi-
tation) from the CRU TS3.22 database. KTC was then
applied, which provided spatial distributions of cli-
mate zones in the scenarios.

3.  RESULTS

The geographical distribution of observed KTC
types and its simulated changes are illustrated in
Figs. 1−3. The climate change signal patterns are
similar for both scenarios, with stronger manifesta-
tion under stronger forcing of RCP8.5. In the north-
ern hemisphere, the most remarkable feature is the
northward shift of the border between Dc and E
types, with an increase in the area of Dc and shrink-
ing of the E type. The shift of the southern border of
Dc is not as evident; only in Europe, an eastward shift
of the Dc−Do border is projected, inducing expansion
of the Do area over western and central Europe. Fur-
ther, a global feature is shrinking of the Ft area, not
only in the high latitudes, but also in high-elevation
regions of the Himalayas and the Andes. In South
America, the Ft type is projected to dissapear by the
end of the century under both RCPs. Another distinct
pattern of change in South America is the expansion
of the dry types BW and BS. In Africa and Australia,
the GCMs project an increase in the BW area and
shrinking of the C types. In southeastern Asia, our
results suggest an expansion of the Aw type, which
might be connected to increased strength of the
Indian summer monsoon as documented e.g. by
Menon et al. (2013).

The values of multi-model medians of simulated
changes, 10th and 90th percentiles, and the range
be tween them for the period 2071−2100 under both
RCP4.5 and RCP8.5 forcings are summarized in
Table 3.

The KTC climate types can be divided into 3
groups (decreasing area, increasing area and no con-
clusive change) based on the temporal behavior of
simulated continental areas belonging to respective
KTC types during the 21st century under the RCP4.5
and RCP8.5 forcing. The first group comprises boreal
climate E, tundra Ft, and ice cap climate Fi that,
according to the GCMs analyzed in our study, are
expected to retreat. These 3 types occur at high lati-
tudes or altitudes.

All GCMs simulate a decrease in the continental
coverage (Antarctica not included in the analysis) of
ice cap climate Fi (Fig. 4), which is clearly seen for
the multi-model median (M-MED). Under the
RCP4.5 forcing, the relative area of Fi decreases to
73% (Table 3) of the value simulated for the refer-
ence period 1961−1990. In the case of RCP8.5, the
decrease is even stronger, as the Fi area decreases to
52% of its reference value. The decrease to less than
90% is already expected in the period 2006−2035 for
both scenarios. The multi-model spread of simulated
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Type                                       Criteria
Subtype           Precipitation/temperature regime

A           Tcold > 18°C; Pmean > R
Ar        10 to 12 mo wet; 0 to 2 mo dry
Aw      Winter (low-sun period) dry; >2 mo dry
As       Summer (high-sun period) dry; 

             rare in type A climates

B           Pmean < R
BS       R/2 < Pmean < R
BW      Pmean < R/2

C           Tcold < 18°C; 8 to 12 mo with Tmo > 10°C
Cs       Summer dry; at least 3 times as much precipi-

             tation in winter half-year as in summer half-
             year; Pdry < 3 cm; total annual precipitation

< 89 cm
Cw      Winter dry; at least 10 times as much precipita-

             tion in summer half-year as in winter half-year
Cf        No dry season; difference between driest and 

             wettest month less than required for Cs and 
             Cw; Pdry > 3 cm

D           4 to 7 mo with Tmo > 10°C
Do       Tcold > 0°C
Dc       Tcold < 0°C

E           1 to 3 mo with Tmo > 10°C

F            All months with Tmo < 10°C
Ft        Twarm > 0°C
Fi         Twarm < 0°C

Table 2. Definition of Köppen-Trewartha classification (KTC)
climate types according to Trewartha & Horn (1980), with
dryness threshold defined by Patton (1962). Tmo: long-term
monthly mean air temperature; Tcold (Twarm): monthly
mean air temperature of the coldest (warmest) month;
Pmean: mean annual precipitation (cm); Pdry: mean precipi-
tation of the driest summer month; R: Patton’s precipitation
threshold, defined as R = 2.3T − 0.64Pw + 41, where T is
mean annual temperature (°C) and Pw is the percentage of 

annual precipitation occurring in winter
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changes is quite large and is the same for both RCPs.
In the case of RCP4.5, the decrease is often fastest
during the first half of this century; in the second half
it is rather slow, whereas the stronger forcing of
RCP8.5 leads to more pronounced decline during the

whole century. The decrease in relative area occu-
pied by type Fi is solely due to transformation to tun-
dra, Ft. Regarding the comparison of simulated
changes to model errors in the reference period, all
GCMs (except for CSIRO-Mk3-6-0 and MIROC-

22

Fig. 1. Köppen-Trewartha climate types derived from observations (CRU TS3.22) for the period 1961−1990

Fig. 2. Köppen-Trewartha climate types for the period 2070−2099, derived from the CRU TS3.22 observational dataset and the 
CMIP5 ensemble RCP4.5 scenario using the delta method
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ESM) overestimate the observed area of Fi. Only in
37 out of 180 cases (3 periods, 2 RCPs, 30 GCMs) are
the projected changes larger (in absolute value) than
model errors (Fig. 5).

Similarly, all GCMs simulate a decrease in tundra
climate type Ft, and under the RCP4.5 forcing, a
faster rate of change occurs in the first half of the cen-
tury (Fig. 4). According to M-MED, the relative area
of Ft decreases by the end of the 21st century to 63%

(42%) for RCP4.5 (RCP8.5), and the multi-model
range is larger for RCP8.5 (Table 3). Models MIROC-
ESM, MIROC-ESM-CHEM, and INMCM4 simulate
the slowest decline in Ft (Fig. 5), even though the first
2 of these GCMs are the most sensitive to Fi changes.
The largest change in Ft for the far future period is
simulated by GFDL-CM3, which shows a decrease to
30% of the reference under RCP4.5 and 19% under
RCP8.5. Projected changes are larger than model

errors in 60% of all cases for RCP4.5, and
in 90% for RCP8.5 at the end of the cen-
tury. The Ft climate type is expected to
transform into boreal climate E, al though
under RCP8.5, transitions of smaller
areas to Dc and Do climate types are also
simulated.

According to the outputs of all analyzed
CMIP5 GCMs (except for GFDL-ESM2G
and NorESM1-ME), the continental area
occupied by boreal climate E is also ex-
pected to decrease (Fig. 5, Table 3). Time
evolution of E type area in the running
30 yr periods according to individual
GCMs shows a gradual mono tonic de-
crease or only small fluctuations (Fig. 4).
The exception is model CESM1-CAM5-
1-FV2, which for both RCPs shows a neg-
ative peak around the year 2061 preceded
by a steep decrease after 2045 and fol-
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KTC RCP4.5 RCP8.5
type M-MED p10 p90 Range M-MED p10 p90 Range

Fi 73 57 85 28 52 40 68 28
Ft 63 45 77 32 42 28 66 38
E 83 67 97 30 64 36 86 50
Dc 115 106 127 21 130 116 145 29
Do 112 96 122 26 115 100 134 34
BW 108 103 117 14 113 108 123 15
BS 108 100 120 20 113 101 131 30
Aw 117 100 125 25 120 101 137 36
Ar 103 96 109 13 103 89 116 27
Cf 95 85 100 15 98 80 106 26
Cw 41 7 79 72 20 7 59 52
Cs 122 77 156 79 121 52 214 162

Table 3. Multi-model statistics of the percentage changes of Köppen-Tre-
wartha classification (KTC; see Table 2 for definitions) climate type areas in
the future with respect to the reference period (1961–1990) for the RCP4.5
and RCP8.5 scenarios. M-MED: multi-model median, p10: 10th percentile, 

p90: 90th percentile, range: range between p10 and p90

Fig. 3. Köppen-Trewartha climate types for the period 2070−2099, derived from the CRU TS3.22 observational dataset and the 
CMIP5 ensemble RCP8.5 scenario using the delta method
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Fig. 4. Temporal evolution of continental area belonging to selected climate types (Fi, Ft, E, Dc, BW, and Ar; see Table 2 for
definitions) for moving 30 yr periods throughout the 21st century relative to the reference period 1961−1990 (100% means no
change); x-axis: 30 yr periods (period 1 is 2006−2035, period 66 is 2071−2100); squares: multi-model medians calculated from
the ensemble of 30 selected CMIP5 GCMs (green for RCP4.5, black for RCP4.5); green area (diagonal hatching): values 

between the 10th and 90th percentiles of the multi-model ensemble for RCP4.5 (RCP8.5)



Belda et al.: Warming-induced changes in climate zones

lowed by a steep rise until 2073 and a moderate de-
crease afterwards (not shown). This pattern both af-
fects the spread of the results and is reflected in some
other types (Do, Dc, Ar). Even though all GCMs simu-
lated the observed area of type E with the smallest er-
rors, their reactions to radiative forcing are quite di-
verse. The spread of the multi-model ensemble is
larger for the stronger forcing of RCP8.5 than for
RCP4.5 (Table 3). The de crease in continental area for
type E by the end of the century seems to be the most
convincing (in comparison to model errors, Fig. 5) of
all climate types that are expected to decrease. Boreal
climate transforms mainly to temperate continental
climate Dc. For RCP8.5 the losses, generally from the
southern extent of type E in the northern hemisphere,
are >4 times larger than the gains of the area from
tundra climate Ft.

The second group of KTC types consists of Dc, Do,
BW, BS, and Aw that are all expected to increase
their relative continental areas, according to most of
the GCMs and both RCPs. All GCMs considered in
our study (except for CESM1-CAM5-1-FV2) give a
gradual expansion of continental temperate climate
Dc during 2006−2100. Based on M-MED, the relative
area occupied by Dc for RCP4.5 (RCP8.5) increases
to approx. 115% (130%) of the area in the reference
period by the end of the century (Fig. 5, Table 3). The
stronger forcing of RCP8.5 leads to a higher increase
in Dc area but also to a somewhat larger multi-model
spread (Fig. 4, Table 3). Regarding the model errors,
the GCMs tend to overestimate the observed area of
Dc, but the errors are generally smaller in compari-
son to other KTC types. In the far-future period under
RCP8.5, most of the simulated changes are larger
than corresponding model errors (Fig. 5). The expan-
sion of Dc is given mainly by the transition from E; for
RCP8.5, a small portion also comes from Ft.

The expected increase in dry climate types BW and
BS is not as convincing and well-marked as the in-
crease in type Dc. According to M-MED, the relative
continental area of desert climate BW grows by the
end of the century to ~108% (113%) for RCP4.5
(RCP8.5) (Fig. 4, Table 3). Some of the GCMs, e.g.
FGOALS-g2 and MRI-CGCM3, give a similar relative
continental area for BW at the end of the 21st century
as in the reference period (Fig. 5). The patterns in
temporal behavior differ considerably among GCMs.
Some models simulate a steady rise in BW area, others
project a slight decrease during first decades followed
by an increase or an increase followed by a short de-
cline and a final rise. However, the multi-model
spread of changes simulated for the end of the 21st
century is one of the lowest of all KTC types. Both the

simulated increase and the multi-model spread are
larger for the RCP8.5 scenario. The simulated changes
are larger than model errors for 50% (30%) of the
GCMs for RCP8.5 (RCP4.5) in 2071−2100. Regarding
the transitions between climate types, the BW gains
the area mainly from BS. However, a small part of the
BW area transforms into BS.

Our findings for steppe climate type BS are similar
to BW. Most of the GCMs simulate a larger or similar
relative continental area for BS at the end of the cen-
tury with respect to the reference period (see Fig. S15
in the Supplement at www.int-res. com/ articles/ suppl/
c071 p017 _ supp. pdf). The multi-model median of
changes represents an increase to 108% (113%) for
RCP4.5 (RCP8.5) (Fig. S3, Table 3). For about half of
the GCMs, under RCP8.5 in the far future, the
expected change is greater than the model error. The
expected climate changes lead to transition of Cf and
Aw into BS and from BS into BW.

For savanna climate type Aw, most GCMs project a
moderate expansion with M-MED of 117% (120%)
for RCP4.5 (RCP8.5) (Fig. S2, Table 3). An exception
is the model CanESM2, which projects a slight de -
crease in Aw area. Model errors are smaller than
simulated changes for 2071−2100 according to 30%
(50%) of simulations under RCP4.5 (RCP8.5). Similar
to the case of boreal climate E, even though model
performance in simulating Aw in the reference
period is relatively good, the reactions to radiative
forcing differ considerably among models. Part of the
continental area occupied by Aw undergoes a transi-
tion to BS and a part of Cf area transforms into Aw.

Expected temporal evolution of relative continental
area occupied by oceanic temperate climate Do dif -
fers between individual GCMs. Some of them project
an increase in the area, others project an initial de -
crease and then a slow rise to approximately the same
Do extent as simulated for the reference period. The
time development of the 10th percentile (Fig. S8)
shows that some GCMs even project a decrease in Do
area in the far future, especially for RCP4.5. M-MED
shows an overall change to 112% of the reference
area for RCP4.5 and 115% for RCP8.5. Simulated
changes in Do are smaller than model errors (Fig. S20),
except for IPSL-CM5A-MR and Had GEM2- AO. Re-
garding the transitions between climate types, Do is
expected to transform mainly into Cf.

Until now we have dealt with KTC types that are ex-
pected to decline or increase their area according to
most CMIP5 GCMs, even though the sensitivity of the
models was different and multi-model spread was
quite large in some cases. Results for the remaining
KTC types are less conclusive. Regarding the tropical
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Fig. 5. Changes in relative continental areas of selected Köppen-Trewartha classification (KTC) climate types (Fi, Ft, E, Dc,
BW, Ar ; see Table 2 for definitions) projected for the periods 2006−2035 (P1), 2021−2050 (P2), and 2071−2100 (P3) relative to
the reference period 1961−1990 (100% means no change) based on the ensemble of 30 selected CMIP5 GCMs for RCP4.5
(green) and RCP8.5 (red); error: model error in the reference period expressed as the difference between simulated and 

observed (based on CRU TS3.22) relative area in the percentage of the observed value
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Fig. 5. (continued)
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rainforest climate Ar, the ensemble does not show any
significant signal, with ambiguous signs of change for
individual GCM simulations (Fig. 5, Table 3). For both
RCPs, the spread is rather small, similar to BW and Cf.
The model errors are larger than simulated changes
for all GCMs. The changes of Ar are given by transi-
tions from Aw and Cf and into Aw.

Most of the GCMs simulate a decline in the area
occupied by the subtropical humid climate Cf in
2006−2035, to ca. 95% of reference value according
to M-MED. Thereafter, M-MED does not vary con-
siderably, even though the multi-model spread
grows throughout the century (Fig. S5). Simulated
changes are mostly smaller than model errors, ex -
cept for GISS-E2-R, GISS-E2-R-CC, and CanESM2
(Fig. S17). The subtropical humid climate Cf trans-
forms mainly to Aw and BS. The area of type Cf
increases due to gains from Do, Dc, and BS.

We do not discuss the results for Cw and Cs, as
they both occupy a small fraction of global land area,
and the spread of the model results is quite large.
Therefore, it is difficult to draw any conclusions
about their projected changes.

Overall, the GISS models and MRI-CGCM3, AC-
CESS1-3, GFDL-ESM2M, and NorESM1 have the
least pronounced response to radiative forcing. For
RCP8.5, these models simulate changes of ca. 16%
of continental area (not including Antarctica). On
the other hand, MIROC-ESM, MIROC-ESM-CHEM,
GFDL-CM3, and CanESM2 show the largest KTC
type changes. According to these GCMs, more than
30% of the considered land area will undergo a
change of KTC type by the end of the 21st century.
However, for individual KTC types, the models simu-
lating the largest or smallest changes differ. For ex-
ample, MIROC-ESM and MIROC-ESM-CHEM show
the largest reduction in Fi but the slowest decline of
Ft. It is noteworthy that GCMs developed in the same
modeling center do not necessarily yield similar
 results. For example, GFDL-CM3 shows the most
sensitive response of Dc area to radiative forcing,
where as GFDL-ESM2M gives a change of only 1%
(7%) for RCP4.5 (RCP8.5) at the end of the century.

4.  DISCUSSION AND CONCLUSIONS

We assessed changes in the global distributions of
Köppen-Trewartha climate types throughout the 21st
century as simulated by a suite of 30 CMIP5 global
climate models for 2 representative concentration
pathways, RCP4.5 and RCP8.5. Ice cap climate Fi,
tundra Ft, and boreal climate E are expected to

decline (Fig. 4). On the other hand, the relative conti-
nental area occupied by temperate climates Dc and
Do, dry climates BW and BS, and savanna climate
Aw will increase (with a few exceptions). The results
for 2 remaining climate types, Ar and Cf, are less
convincing; the changes are rather small, and the
models do not even agree on the sign of the changes.
Nevertheless, most of the GCMs simulate a slight
decrease or increase at the beginning of the 21st cen-
tury and very small changes thereafter. The types Cs
and Cw cover only a small portion of the total conti-
nental area, and simulated changes have a large
spread; therefore we will not discuss these types in
detail.

Our conclusions about a decrease in Fi and Ft area
and an increase in Dc and Do extent are consistent
with the expected rise in near-surface air tempera-
ture and are in agreement with results described by
other recent studies based on CMIP5 GCMs, e.g. by
Feng et al. (2014), and also by studies for the previous
generation of GCMs, e.g. Rubel & Kottek (2010).

Regarding the temporal evolution of relative conti-
nental areas covered by specific KTC types during
the 21st century based on M-MED of simulated
changes, a distinct difference in comparison to the
reference period is already apparent for the first 30 yr
time window of 2006−2035, and in most cases (except
for Ar and Cf), the magnitude of simulated changes
increases throughout the century. This pattern is
more pronounced for RCP8.5. The course of simu-
lated changes is not always smooth; for example,
under RCP4.5 forcing, the decrease in area covered
by Ft is faster during the first half of the century,
while for RCP8.5 the decline is more stable. Similarly,
under RCP4.5, the rate of increase/decrease of BW,
Dc, and Ar is slower in the last third of the century.
This might be partly due to differences in the RCPs;
RCP4.5 represents a stabilization scenario with
radiative forcing reaching its maximum in the second
half of the 21st century; in contrast, under RCP8.5,
radiative forcing increases throughout the whole 21st
century (IPCC 2013). However, the influence of RCPs
cannot be simply generalized. For example, the
expansion of Do shows almost the same rate under
both RCPs.

Considering the projections given by individual
GCMs, for some KTC types the GCMs agree on the
sign and general pattern of changes; however, the
sensitivity of models to the radiative forcing differs
for different KTC types (Fig. 5). For example, the
models MIROC-ESM and MIROC-ESM-CHEM give
the smallest change in Ft and the largest change in Fi
(Fig. S24). The course of simulated changes is quite
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smooth for some of the GCMs, while for others it
exhibits wave-like behavior, breaks, and jumps even
when using 30 yr running means.

The magnitude of changes for 3 selected time pe -
riods (near future, mid-century, far future) were com-
pared to model errors in the reference period 1961−
1990 (Fig. 5). The errors were evaluated from com-
parison of relative land areas of KTC types derived
from GCM simulations and from CRU TS3.22 obser-
vations; in this way, they could be interpreted as bi-
ases as well. Regarding the end of the 21st century
(far future), only for 3 out of 12 KTC types, viz. Ft, E,
and Dc, the changes are higher than the model errors
(according to most of GCMs under RCP8.5; under
RCP4.5, half of the GCMs show that changes are
higher than errors for Dc, and ca. 75% of GCMs indi-
cate that this is the case for E and Ft). Thus, consider-
ing the model errors, the simulated decrease in rela-
tive continental area is clearly pronounced in the case
of boreal climate E and tundra climate Ft, and the in-
crease is pronounced in the case of continental tem-
perate climate Dc. Regarding the expected de crease
in Fi area, the simulated changes are larger than
model errors according to only one-third of the GCMs
for both RCP 8.5 and RCP 4.5. Further, in case of sa-
vanna climate Aw, dry climates BW, and steppe cli-
mate BS, the simulated changes in the far future are
larger than model errors according to about half of
the GCMs for both RCPs, except for dry climate BW
under RCP4.5 (one-third of the models) and steppe
climate BS under the same scenario (only 13%).

For Cf and Do, the simulated changes are larger
than model errors according to only 6 and 4 out of 30
GCMs, respectively. The type Ar is the only KTC
type for which the simulated changes are smaller
than model errors for both RCPs and all 3 time peri-
ods. We found no straightforward relationship be -
tween the model performance and the strength of the
climate signal in projected changes.

Besides a comparison of simulated changes to
model errors, we assessed the uncertainty stemming
from necessary choices in GCM structure. We used
the range between the 10th and 90th percentile of
the multi-model ensemble to assess this uncertainty.
The smallest multi-model spread of simulated
changes is seen for the BW type (Table 3), the largest
for E and Ft. The simulated changes of Ar, Cf, and Do
types are ambiguous in the sense that the multi-
model ranges include a ‘zero change’.

Considering the changes in relative areas for the
KTC types all together, the lowest sensitivity to radia-
tive forcing under RCP4.5 is seen for MRI-CGCM3,
with 8% of total continental area undergoing a KTC

type change until the end of the 21st century. Then
follows a group of models with simulated changes of
<12% (3 GISS GCMs, Nor-ESM1-M, Nor-ESM1-ME,
GFDL-ESM2M, ACCESS1-3). For RCP8.5, the lowest
sensitivity was found for all GISS models and
MRI-CGCM3, with changes of 16−17%. The largest
sensitivity was found for MIROC-ESM and MIROC-
ESM-CHEM, with nearly a quarter of the global con-
tinental area (without Antarctica) showing changed
KTC types under RCP4.5 and about 35% under
RCP8.5. According to M-MED for RCP4.5 (RCP8.5),
14% (22%) of the continental area is expected to
change its climate type by the end of the century. Our
results are in agreement with Mahlstein et al. (2013),
who projected that approximately 20% of global land
will experience a change in climate type until 2100
under RCP8.5 forcing, although their study was
based on a smaller number of models than ours.
According to Feng et al. (2014), a larger portion of the
continental area is expected to undergo a change in
climate type (31% for RCP 4.5 and 46% for RCP8.5).

Regarding the shifts in the 6 major climate types,
the changes projected for the far-future period under
RCP8.5 based on our results and the study of Feng et
al. (2014) are summarized in Table 4. The values are
shown as a percentage of the respective KTC type
area in the reference period 1961−1990. The simu-
lated changes are more distinct for types D, E, and F
than for other KTC types. For these 3 types, 25−50%
of the reference area is expected to shift to another
KTC type. This likely points to a more important in-
fluence of air temperature changes than precipitation
changes on the KTC type shifts, which was shown by
Feng et al. (2014) and Mahlstein et al. (2013).
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A B C D E F

1 M-MED 17.4 13.2 −11.2 24.7 −37.4 −50.0
2 M-mean 14.9 15.6 −13.5 26.3 −39.4 −61.0
3 SD 10.1 6.3 12.7 9.3 22.3 27.4
4 M-mean − SD 4.9 9.3 −26.2 17.0 −61.7 −88.5
5 M-mean + SD 25.0 21.9 −0.8 35.5 −17.1 −33.6
6 Fmean 11.6 15.9 −13.4 40.0 −50.4 −59.2
7 FSD 4.0 5.3 7.9 13.7 16.9 10.8
8 Fmean − FSD 7.6 10.6 −21.3 26.3 −67.3 −70.0
9 Fmean + FSD 15.6 21.2 −5.5 53.7 −33.5 −48.4

Table 4. Comparison of multi-model statistics aggregated for
the main Köppen-Trewartha classification (KTC) climate
types (A−F, see Table 2 for definitions) in this study (rows
1−5) and in Feng et al. (2014, rows 6−9). Values are given as
a percentage of the respective KTC type area in the refer-
ence period 1961−1990. M-MED: multi-model median, M-
mean: multi-model mean, SD: standard deviation, F: Feng 

et al. (2014) values
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For the purpose of comparing our results to the
study of Feng et al. (2014), the multi-model mean (M-
mean) and standard deviation (SD) were calculated
for the 6 main climate types (Table 4). M-mean dif-
fers from M-MED most prominently for the F climate
type, for which the SD has also the highest value. The
values of M-mean according to our results and Feng
et al. (2014) are fairly similar except for D and E,
where Feng et al. (2014) found larger changes than
presented in our analysis. The SD values according
to Feng et al. (2014) are all smaller than our SD val-
ues, except for type D. In our study, we prefer the
median and range between the 10th and 90th per-
centile to characterize the distribution of the multi-
model ensemble, as the distribution of simulated
KTC type changes is generally not symmetrical.

There are several possible reasons for the differ-
ences between our results and the results of Feng et
al. (2014). The analyses are based on different groups
of GCMs which may significantly influence the re -
sults, as individual models show different changes in
KTC types in reaction to a given forcing. Further, we
used model outputs in the original model grids, but
Feng et al. (2014) applied a downscaling procedure
to the GCM outputs. The fact that we investigated all
continental areas excluding Antarctica, whereas
Feng et al. (2014) only considered global continents
north of 60° S, and the different observational data -
sets used could also play a role, although, as discus -
sed previously, the differences are very small com-
pared to the ensemble spread.

A change in relative continental areas of climate
types is not the only expected impact of climate
change. Potential geographical shifts are also very
important. Our results indicate a poleward shift of Ft,
E, Do, Dc, and Cf types (not shown). On the other
hand, Ar and Aw types, which are found near the
equator, did not experience any latitudinal shift.
Regarding the dry climates, the GCMs do not agree
entirely, especially in the case of BW. A detailed
analysis of these shifts, however, is beyond the scope
of this study and will be the subject of future investi-
gations.
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1.  INTRODUCTION

Regional climate models (RCMs) are widely used
tools for the assessment of regional aspects of climate
change. They have emerged in the last 2 decades as
an answer to an increased demand for information
about climate change and its impact on a regional
scale. This information cannot be obtained directly
from global climate models (GCMs) because of their
relatively coarse horizontal spatial resolution. Dy -

namical downscaling of GCM simulations by RCMs
is one of the current approaches to simulate climate
conditions on a regional scale. The basis of regional
modeling has been widely described since the 1990s,
e.g. in Giorgi & Mearns (1991, 1999).

The current generation of RCMs typically operates
at horizontal resolutions from ~50 to 10 km. The ben-
efits of a finer resolution are mainly found in regions
where complex topography or surface physiographic
features affect the local climate. Some simulated
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properties, e.g. precipitation, are particularly sensi-
tive to an increased resolution and a better surface
de scription. While the dynamical part of RCMs is
coded irrespective of resolution, a package of physi-
cal parameterizations can require an adaptation for a
particular range of spatial scales. This has been
proved during the development of RCMs (Laprise
2008). Recent studies also suggest that even if the
overall quality of GCM and RCM simulations im -
proves or at least remains unchanged with a higher
model resolution (Reichler & Kim 2008, Meissner et
al. 2009), the use of a higher resolution may present
some discrepancies as well.

The analysis of resolution effects on precipitation
in an ensemble of RCM simulations over Europe
(Rauscher et al. 2010) revealed larger precipitation
amounts at a higher resolution, especially in the sum-
mer, leading to a slight increase of wet biases relative
to the coarser resolution. The tendency of most RCMs
to simulate more precipitation and increase wet
biases in some regions and seasons under higher res-
olutions was also reported by other authors (e.g.
Halenka et al. 2006, Bergant et al. 2007, Jaeger et al.
2008, Suklitsch et al. 2011). However, some system-
atic errors in models can stem from insufficient den-
sity of reference observed data, resulting in an inabil-
ity to capture fine-scale climate signals (Kyselý &
Plavcová 2010, Rauscher et al. 2010), and can also be
artificially amplified by the lack of a rain gauge cor-
rection in the observations, especially in the winter
(Adam & Lettenmaier 2003, Yang et al. 2005).

The other effects of higher resolution on simulated
precipitation include larger spatial variability and
 inter- annual variability (IAV), and better resolved
fine-scale precipitation structures corresponding more
closely with observations (Jaeger et al. 2008, Rauscher
et al. 2010). The evaluation of RCM simulations over
the Alpine region also showed that the error charac-
teristics of precipitation can worsen when analyzed
on smaller scales (subdomains), while for air tempera-
ture, error characteristics re main similar to those of a
larger evaluation region (Suklitsch et al. 2011).

Although air temperature characteristics are usu-
ally improved in high-resolution simulations, RCMs
often simulate a summer climate that is too dry and
warm in southeastern Europe when driven by both
re analysis (Hagemann et al. 2004) and GCM (Jacob
et al. 2007). These errors have been attributed to
deficiencies in land surface parameterizations as well
as systematic errors in the dynamics (Hagemann et
al. 2004). Some features of temperature biases over
Europe may depend on the ability of RCMs to prop-
erly capture the atmospheric circulation (Sanchez-

Gomez et al. 2009, Kjellström et al. 2011, Plavcová &
Kyselý 2011). In addition, most RCMs also overesti-
mate summer temperature IAV in central, eastern
and southeastern Europe (Jacob et al. 2007, Lende -
rink et al. 2007, Vidale et al. 2007).

The forthcoming Fifth Assessment Report of the
Intergovernmental Panel on Climate Change will
present new findings on a regional climate change
that, among other things, will be built on a set of
regional climate model simulations prepared within
the Coordinated Regional Downscaling Experiment
(CORDEX, see Giorgi et al. 2009 for more informa-
tion). For Europe, many of those simulations will be
performed at a very high resolution of ~10 km to pro-
vide new insight into local climate and its possible
future evolution. In the region of central and eastern
Europe (CEE) a similar effort, with emphasis on cli-
mate change impacts and assessment of vulnerabil-
ity, has already been carried out within 2 recent pro-
jects of the European Commission’s 6th Framework
Programme (FP6): CECILIA (Central and Eastern
Europe Climate Change Impact and Vulnerability
Assess  ment, www.cecilia-eu.org) and CLAVIER (Cli-
mate Change and Variability: Impact on Central and
Eastern Europe, www.clavier-eu.org). In both pro-
jects, one of the key objectives was to deliver infor-
mation on climate change in the region of CEE by
means of RCM simulations at a very high resolution
of 10 km (see Halenka 2008 and Jacob et al. 2008 for
more details).

The present study focuses on testing the ability of
CECILIA RCMs to capture the main features of the
climate in CEE for the period 1961−1990. For this
purpose, the RCMs were driven by European Centre
for Medium-Range Weather Forecasts (ECMWF)
ERA-40 reanalyses (Uppala et al. 2005), and the re -
sults were validated against the E-OBS version 6.0
gridded dataset of station observations (Haylock et
al. 2008). Our goal was to evaluate the gain obtained
by using a high resolution over a small domain in
comparison to a lower resolution (25 km) over a
larger domain as in the FP6 ENSEMBLES project
(ENSEMBLE-based Predictions of Climate Changes
and their Impacts, www.ensembles-eu.org, see van
der Linden & Mitchell 2009 for more details).

2.  DATA AND ANALYSIS METHODS

We used the results prepared by 5 CECILIA teams
from the following institutions: Czech Hydrometeo-
rological Institute (CHMI), Czech Republic; Charles
University in Prague (CUNI), Czech Republic; Eötvös
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Loránd University (ELU), Hungary; Hungarian
Meteo rological Service (OMSZ), Hungary; and Na -
tio nal Meteorological Administration (NMA), Roma-
nia. These teams employed 4 regional climate mod-
els: 2 versions of ALADIN-Climate (Farda et al. 2010)
and 2 versions of RegCM3 (Pal et al. 2007).

The two versions of ALADIN-Climate correspond
to cycles 24 and 28 of the ARPEGE/IFS code. Their
physical parameterizations are different. While the
original version of ALADIN-Climate (cycle 24) devel-
oped by Météo-France has a physical parameteriza-
tion package derived directly from the one used in
GCM ARPEGE-CLIMAT 4 (Déqué 2007), the other
version, ALADIN-Climate/CZ (cycle 28), is based on
the numerical weather prediction version of the
ALADIN model in operational use at CHMI in 2002
and 2003. The major differences in the Czech version
include new radiation and planetary boundary layer
process schemes, different cloudiness and large-
scale precipitation schemes and improved deep con-
vection and gravity wave drag schemes with the
parameterization of mountain blocking and lift ef -
fects based on mean orography. For more detailed
information on both ALADIN-Climate versions, we
refer to Farda et al. (2010).

The two versions of RegCM3 differ in some aspects
of the physical parameterizations, one in the original
setting described by Pal et al. (2007), named alpha for
distinction, and the other, called beta, with applied
changes in large-scale precipitation schemes. The
modifications in the beta version were motivated by a
large bias of precipitation found during sensitivity
tests conducted with the RegCM3 alpha model over
the Carpathian Basin (Torma et al. 2008) and in -
cluded a decrease in the cloud-to-rain autoconver-
sion rate by half, increasing the raindrop evaporation
rate coefficient by a factor of 50 and reducing the
raindrop accretion rate by half. More information on
the applied changes and their justification can be
found in Torma et al. (2008, 2011).

The spatial resolution of the CECILIA simulations
was 10 km, and the integration period, after ex cluding
a necessary spin-up period (year 1960 for most
models, years 1958−1960 for ALADIN-Climate), cov-
ered the years 1961−1990. All models were driven by
ECMWF ERA-40 reanalyses, either directly or via a
double-nesting technique. The latter means that the
model is first driven by ECMWF ERA-40 reanalyses in
a coarser resolution (e.g. 50 km) over a larger geo-
graphical domain, and then the resulting simulation is
taken to drive the same model again but in the finer
spatial resolution mode (10 km in this case), hence
covering a smaller integration domain. ALADIN-

Climate/  CZ and RegCM3 alpha of the CUNI team
were the only models where the double nesting was
employed, with driving RCM simulations having a
horizontal resolution of either 50 (ALADIN-Climate/
CZ) or 25 km (RegCM3 alpha) and originally coming
from the FP6 project ENSEMBLES. An overview of
CECILIA teams, their models, integration domains
and driving data is given in Table 1. Some parameter-
ization settings of the CECILIA models are in Table 2.
The integration domains are also shown in Fig. 1.

Except for the CECILIA RCMs, we also considered
the data from 5 models involved in the FP6 project
ENSEMBLES that run their RCMs at a resolution of
about 25 km over the common integration domain
covering all of Europe (Christensen et al. 2010). This
was done to enable the comparison of the very high
resolution CECILIA RCMs data with those of EN-
SEMBLES and possibly identify benefits of running
RCMs in a configuration of the CECILIA experiments.
The overview of ENSEMBLES teams/models is also
in Table 1. Three of 5 ENSEMBLES RCMs were se-
lected because of their use in both projects, thus al-
lowing a comparison of RCM qualities in different
configurations. The remaining 2 RCMs (HIRHAM5
model of the Danish Meteorological Institute, Den-
mark, and CLM 2.4.6 model of the Swiss Federal In-
stitute of Technology Zurich, Switzer land) were cho-
sen because the relevant teams (but not RCMs) were
also involved in the CECILIA project.

The investigation of model performance was based
on a comparison of simulated properties of seasonal
mean air temperature and seasonal sum of precipita-
tion against observations represented by the E-OBS
dataset. The validation was carried out over areas of
the selected CEE countries (Austria, Czech Re public,
Hungary, Romania and Slovakia), each country sep-
arately, for the period 1961−1990. The detailed listing
of RCMs and individual countries covered within
their integration domains is in Table 1. Before the
validation, we first transformed the RCM data from
their native grids to the regular 0.25° latitude-longi-
tude grid of the E-OBS dataset. Transformation was
done in 2 steps. First, a bilinear interpolation was
used to remap the data on the regular 0.125° latitude-
longitude grid, and then we averaged four 0.125°
grid points to the final resolution. The same proce-
dure was applied on the orography, and the resulting
difference between the model and E-OBS orography
was multiplied by the climatological temperature
lapse rate (−6.5 K km−1) to correct the RCM air tem-
perature data.

For each season and country, we derived 1961−
1990 climatology mean fields of air temperature (or
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precipitation) and analyzed their spatial variability
and spatial correlation (between simulated and ob -
served fields). We also determined a systematic error
(bias) and averaged it over the territory of the country
to gain a single characteristic. To assess RCM simula-
tions from a temporal aspect, we studied the IAV of
area-averaged seasonal mean air temperature (or
sum of precipitation) within the 1961−1990 period.
Standard deviations of time series consisting of 30
seasons (29 for winter) for a model (σTM) and observa-
tions (σTO) were calculated, and their ratio (σTM/σTO)
was used as a benchmark of the IAV of air tempera-
ture. For precipitation, we used the coefficient of vari-
ation (a ratio between standard deviation and mean).
To study the spatial variability of climato logy mean
fields, we used either the standard deviation or again
the coefficient of variation (only for precipitation).

3.  RESULTS

3.1.  Air temperature

The area-averaged systematic error (bias) of long-
term seasonal temperature for the CECILIA and
ENSEMBLES models, as well as for the ERA-40 driv-
ing data over CEE countries, is summarized in
Table 3. The statistically significant bias, identified
using the t-test of time series of yearly bias values, is
highlighted in bold in Table 3. The systematic errors
of the CECILIA models are usually within the ±1°C
range, with cold bias dominating. Significant cold
bias is detected in 3 out of 4 seasons (winter, spring,
autumn) in the ALADIN-Climate (A) simulation and
in spring in the ALADIN-Climate/CZ (Az) and CUNI
RegCM3 alpha (Ra) simulations. Significant warm

Partner                           Model             Acronym   Resolution   Domain size                 Boundary                   Analyzed area
                                                                                       (km)                                                 forcing

CECILIA
CUNI                      RegCM3 alpha           Ra                10        184 × 164 × 23      ERA 40 RegCM3@25            A, CZ, H, SK

CHMI                ALADIN-Climate/CZ      Az                10        160 × 102 × 43                 ERA 40                      A, CZ, H, SK
                                                                                                                               ALADIN-Climate/CZ@50

NMA                       RegCM3 alpha          Ra2               10        156 × 102 × 18                 ERA 40                            RO, SK

OMSZ                   ALADIN-Climate          A                 10         108 × 72 × 31                  ERA 40                             H, SK

ELU                          RegCM3 beta            Rb                10        120 × 100 × 18                 ERA 40                             H, SK

ENSEMBLES

CHMI                ALADIN-Climate/CZ      Az                25        183 × 205 × 31                 ERA 40                   A, CZ, H, RO, SK

CNRM                  ALADIN-Climate          A                 25        229 × 229 × 31                 ERA 40                   A, CZ, H, RO, SK

DMI                            HIRHAM5                H                 25        194 × 210 × 19                 ERA 40                   A, CZ, H, RO, SK

ETHZ                          CLM 2.4.6                C                 25        193 × 201 × 32                 ERA 40                   A, CZ, H, RO, SK

ICTP                        RegCM3 alpha           Ra                25         190 x 206 x 18                  ERA 40                   A, CZ, H, RO, SK

Table 1. CECILIA and ENSEMBLES partners, regional climate models (RCMs), settings and central and eastern European
countries where RCM performance is tested (domain size in points and number of vertical levels). A = Austria; BG = Bulgaria;
CHMI = Czech Hydrometeorological Institute, Czech Republic; CNRM = Centre National de Recherches Météorologiques,
France; CUNI = Charles University in Prague, Czech Republic; CZ = Czech Republic; DMI = Danish Meteorological Institute,
Denmark; ELU = Eötvös Loránd University, Hungary; ETH = Swiss Federal Institute of Technology Zurich, Switzerland; H =
Hungary; ICTP = International Centre for Theoretical Physics, Italy; NMA = National Meteorological Administration, Romania; 

OMSZ = Hungarian Meteorological Service, Hungary; RO = Romania; SK = Slovakia

Partner                  Model                        Numeric              Vertical           Radiation                  Convection                  Surface 
                                                                                          coordinate           scheme                       scheme                      scheme

CUNI              RegCM3alpha               Difference             Sigma               CCM3          Grell (Fritch & Chappell)         BATS
CHMI       ALADIN-Climate/CZ           Spectral               Hybrid           ACRANEB                  Bougeault                      ISBA
NMA              RegCM3 alpha               Difference             Sigma               CCM3          Grell (Fritch & Chappell)         BATS
NIMH           ALADIN-Climate               Spectral               Hybrid                FMR                       Bougeault                      ISBA
OMSZ          ALADIN-Climate               Spectral               Hybrid                FMR                       Bougeault                      ISBA
ELU                 RegCM3 beta                Difference             Sigma               CCM3          Grell (Fritch & Chappell)         BATS

Table 2. Physical parameterization settings for the CECILIA regional climate models. NIMH = National Institute of Meteorology 
and Hydrology, Bulgaria; other partner names defined in Table 1
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biases of summer temperature detected in southeast-
ern Europe by earlier studies (e.g. Hagemann et al.
2004) are present in some ENSEMBLES RCMs but
not in the CECILIA RCMs. When the same models
are compared, systematic errors of the CECILIA
RCMs are usually smaller in magnitude than in the
ENSEMBLES simulations. The only ex ception is
ALADIN-Climate (A), whose systematic errors in the
CECILIA experiment are always 1.5−3 K lower than
those in the ENSEMBLES simulation, thus making it
too cold in most seasons and often worse than the
other ENSEMBLES RCMs.

The spatial variability of air temperature and its
spatial correlation with observations are summarized
in Fig. S1 (in the Supplement at www.int-res. com/
articles/ suppl/c060p001_supp.pdf) in the form of a
Taylor diagram (Taylor 2001). The CECILIA RCMs
mostly show comparable or slightly better spatial cor-
relations with observations than the ENSEMBLES
models, often higher than 90%. The RegCM3 alpha

5

Country Season

Air temperature bias (°C)

CECILIA models ENSEMBLES models
ERA40

Az Ra Rb Ra2 A Az A H C Ra

Austria

DJF –0.3 –0.2 –0.5 0.1 –0.9 –1.1 –1.1 0.2

MAM –1.3 –1.1 –1.7 0.9 –0.5 –1.3 –1.5 1.4

JJA –0.6 –0.9 –0.8 1.6 0.3 0.2 –0.6 1.8

SON –0.7 –0.7 –1.1 –1.0 0.0 –0.8 –1.3 0.6

Czech 
Republic

DJF 0.1 0.2 –0.2 0.9 –1.0 –0.1 –0.7 0.6

MAM –0.8 –0.6 –1.1 1.1 0.3 0.1 –1.0 0.8

JJA 0.2 –0.8 0.3 1.5 0.8 1.2 –0.1 0.8

SON 0.4 0.0 0.2 –0.6 0.5 0.2 –0.6 0.7

Hungary

DJF 0.0 0.5 1.3 –0.9 –0.4 0.7 –0.8 0.0 –0.6 –0.2

MAM –1.3 –1.2 –0.5 –2.2 –1.6 0.5 0.4 0.1 –1.4 –0.2

JJA 1.0 –0.8 –0.5 –0.6 1.2 2.3 1.5 2.7 0.2 0.0

SON 0.9 –0.4 0.0 –2.6 0.6 –0.9 0.6 0.3 –1.0 –0.4

Romania

DJF 1.3 0.2 0.6 0.0 0.4 –0.5 0.4

MAM –0.3 –1.7 –0.4 0.6 0.4 –1.3 0.4

JJA –1.0 0.2 1.1 1.4 2.5 0.0 0.5

SON –0.4 0.0 –1.8 0.4 0.3 –1.4 0.3

Slovakia

DJF 0.3 0.0 0.9 1.2 –0.9 0.1 1.1 –1.0 –0.1 –1.0 0.7

MA M –1.2 –1.0 –0.4 0.2 –2.2 –1.5 0.6 0.1 –0.1 –1.3 1.0

JJA 0.6 –0.7 –0.2 0.0 –0.2 0.7 1.9 1.1 1.7 0.1 1.4

SON 0.4 –0.3 0.0 0.4 –2.3 0.2 –0.6 0.4 0.2 –0.9 2.1

–3 –2 –1 –0.5            +0.5 +1 +2 +3
Bias

Table 3. Bias of seasonal temperature in the CECILIA and ENSEMBLES models over central and eastern European countries
for the 1961−1990 period. Bold: statistically significant bias. DJF = winter, MAM = spring, JJA = summer, SON = autumn. 

Further abbreviations in Table 1

Fig. 1. E-OBS orography in 0.25° spatial resolution with inte-
gration domains of the CECILIA regional climate models 

a.s.l. = above sea level
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(Ra2) simulation of NMA is the only exception to the
previous, with slightly lowered correlations over Ro-
mania and Slovakia compared to the ENSEMBLES
RCMs. Spatial variability of the CECILIA RCMs is
mostly within the 0.8−1.2 range of the observed spatial
variability (= 1), and there is no systematic improve-
ment in the CECILIA simulations as in the case of
biases or spatial correlations. However, the CECILIA
RCMs are within the range of spatial variability of the
ENSEMBLES RCMs. Agreement of the simulated spa-
tial characteristics with observations is the worst in
Hungary, where the simulations substantially overes-
timate spatial variability in all seasons except winter.

The IAV of the CECILIA and ENSEMBLES models
as well as the ERA-40 driving data over CEE
countries is summarized in Table 4. In transient sea-
sons (spring, autumn), the IAV of the CECILIA RCMs
is often within the 0.9−1.1 range of the observed IAV
(= 1). The only exception is the CUNI RegCM3 alpha
(Ra) simulation that ex hibits increased IAV in spring.

In winter, the CECILIA RCMs, except CUNI RegCM3
alpha (Ra), show decreased IAV (IAV ratio 0.4−0.9),
with models of the ALADIN family being worse than
RegCM3 models. An overestimation of summer tem-
perature IAV in CEE reported by earlier studies (Ja-
cob et al. 2007, Lenderink et al. 2007, Vidale et al.
2007) is present in all ENSEMBLES RCMs, but in only
some CECILIA RCMs, namely ALADIN-Climate/CZ
(Az) and RegCM3 alpha (Ra) of CUNI. When all sea-
sons are considered, IAV is mostly captured better in
the CECILIA than ENSEMBLES models.

3.2.  Precipitation

The area-averaged systematic error (bias) of long-
term seasonal precipitation sums over CEE countries
for the CECILIA and ENSEMBLES models and their
driving ERA-40 data is summarized in Table 5. The
statistically significant bias, detected by the same cri-

Country Season

Inter-annual standard deviation ratio

CECILIA models ENSEMBLES models
ERA40

Az Ra Rb Ra2 A Az A H C Ra

Austria

DJF 0.51 1.16 0.52 0.59 1.18 1.03 1.20 1.00

MAM 0.89 1.34 0.96 1.11 1.27 1.20 1.45 0.92

JJA 1.29 1.38 1.25 1.69 1.78 1. 66 1.60 0.91

SON 0.91 1.06 0.93 0.85 1.27 1.11 1.13 1.00

Czech 
Republic

DJF 0.54 1.11 0.57 0.61 1.26 1.01 1.16 1.03

MAM 1.08 1.36 1.20 1.30 1.36 1.16 1.52 0.98

JJA 1.20 1.01 1.29 1.56 1.39 1.77 1.32 0.96

SON 0.99 1.01 1.04 0.96 1.26 1.18 1.11 0.98

Hungary

DJF 0.48 1.01 0.77 0.63 0.49 0.69 1.13 0.89 1.06 0.94

MAM 1.08 1.19 1.05 1.06 1.24 1.27 1.18 1.16 1.39 0.95

JJA 2.00 2.13 1.02 1.27 1.93 2.47 1.92 2.19 1.89 1.07

SON 1.07 0.95 1.05 1.07 1.13 1.02 1.17 1.03 1.00 1.06

Romania

DJF 0.80 0.50 0.61 0.96 0.85 1.01 0.97

MAM 0.98 1.02 1.02 1.08 1.07 1.14 0.95

JJA 1.29 1.43 1.71 1.88 2.12 1.58 1.02

SON 1.05 1.24 0.78 1.13 1.22 1.09 1.01

Slovakia

DJF 0.45 1.08 0.82 0.85 0.66 0.45 0.59 1.11 0.95 1.13 1.02

MAM 0.98 1.24 1.03 1.01 0.94 1.07 1.17 1.20 1.09 1.40 0.96

JJA 1.36 1.32 1.00 1.02 1.04 1.48 1.87 1.57 1.98 1.53 1.03

SON 0.98 0.90 0.97 0.88 0.89 1.02 0.88 1.11 1.05 0.96 0.95

0 0.5 0.75 0.9 1.1 1.25 1.5 2 3
Standard deviation ratio

Table 4. Inter-annual variability of seasonal temperature in the CECILIA and ENSEMBLES models expressed as a relative
fraction of observed inter-annual standard deviation over central and eastern European countries for the 1961−1990 period. 

DJF = winter, MAM = spring, JJA = summer, SON = autumn
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terion as for air temperature, is again highlighted in
bold in Table 5. The CECILIA RCMs simulate more
precipitation than is observed. The excess of seasonal
precipitation is smaller (<~50%) for ALADIN-Cli-
mate/CZ (Az) and RegCM3 beta (Rb) models,
whereas RegCM3 alpha (Ra, Ra2) models overesti-
mate precipitation in all seasons, sometimes by more
than 100%. ALADIN-Climate (A) models capture
winter and autumn precipitation very well but double
seasonal precipitation sums in spring and summer.
The CECILIA RCMs generate higher (and less realis-
tic in the majority of cases) seasonal sums of precipi-
tation than their relevant ENSEMBLES counterparts
or the ENSEMBLES models in general. Dry summer
conditions in southeastern Europe detected in RCM
simulations by earlier studies (e.g. Hagemann et al.
2004, Jacob et al. 2008) are partly present in some
ENSEMBLES RCMs but not in the CECILIA RCMs.

Spatial variability of precipitation and its spatial

correlation with observations is again summarized in
the form of a Taylor diagram in Fig. S2 in the Supple-
ment. Spatial correlations with observed precipita-
tion vary strongly among the CECILIA models (and
the ENSEMBLES models), seasons and assessed
areas. For example, the spatial correlation of the
CUNI RegCM3 alpha (Ra) summer precipitation in
Hungary is only 28%, but over neighboring Slovakia,
it reaches 87%. RegCM3 beta (Rb) is the only model
where improvements prevail when compared to its
ENSEMBLES counterpart (International Centre for
Theoretical Physics, Italy, RegCM3 alpha, Ra). For
other CECILIA RCMs, we detect worsening of a dif-
ferent magnitude or no significant changes in any
direction. However, in general, all CECILIA RCMs
are within the range of spatial correlations of the
ENSEMBLES models.

Spatial variability of the precipitation field, when
accessed by a standard deviation ratio as in the Tay-

Country Season

Precipitation bias (%)

Bias

CECILIA models ENSEMBLES models
ERA40

Az Ra Rb Ra2 A Az A H C Ra

Austria

DJF 21 114 6 –35 68 38 68 –36

MAM 26 79 9 9 45 16 46 –29

JJA 35 22 13 12 2 –10 –7 –30

SON 13 46 –3 –46 20 6 15 –37

Czech 

Republic

DJF 35 119 31 –18 82 50 90 25

MAM 32 107 17 12 39 28 62 –1

JJA 33 62 14 12 11 –5 9 –13

SON 13 77 2 –41 36 24 42 –10

Hungary

DJF 42 60 38 10 3 4 –43 48 34 65 23

MAM 37 102 40 82 24 4 12 19 59 –6

JJA 5 62 34 98 –9 –9 –20 –21 11 –23

SON 13 40 7 –7 2 –62 4 6 22 –14

Romania

DJF 119 48 –25 109 78 130 14

MAM 125 41 13 35 42 87 8

JJA 106 25 14 –8 –18 4 18

SON 83 10 –47 30 24 46 –12

Slovakia

DJF 25 105 46 63 12 12 –34 74 41 80 –1

MAM 29 103 34 83 91 13 –6 36 26 59 –17

JJA 13 37 –1 71 105 –7 –11 –7 –21 –10 –29

SON 7 67 14 40 –2 –10 –60 26 7 39 –31

–100 –50 –20 20      50           100 150

Table 5. Bias of seasonal precipitation in the CECILIA and ENSEMBLES models over central and eastern European countries 
for the 1961−1990 period. Bold: statistically significant bias. DJF = winter, MAM = spring, JJA = summer, SON = autumn
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lor diagram, is mostly larger in the CECILIA RCMs
than in their ENSEMBLES counterparts and is also
larger than in observations, especially in countries
with complex topography (all except Hungary). This
is mainly in the ALADIN-Climate (A) and both
RegCM3 alpha (Ra, Ra2) models. On the other hand,
RegCM3 beta (Rb) shows unchanged or even
reduced spatial variability of precipitation, and
ALADIN-Climate/CZ (Az) shows changes in both
directions that seem to be partly related to the height
of orography over the country. When the spatial vari-
ability of the precipitation field is assessed by using a
coefficient of variation ratio to rule out the effect of
precipitation bias, all CECILIA RCMs (even those
with significant wet biases) show spatial variability
close to the observed one (not shown). Their spatial
variability, when the same models are compared, is
mostly slightly reduced and worse but, in general, is
still very close to that of the ENSEMBLES models
(not shown).

The IAV of area-averaged precipitation is de scribed
by the coefficient of variation ratio (model to observa-
tion) and is presented in Table 6. With values predomi-
nantly in the 0.5−0.9 range of the observed IAV (= 1),
the CECILIA RCMs tend to underestimate precipita-
tion IAV. ALADIN-Climate/ CZ (Az) has the best
agreement with the observed IAV from all CECILIA
RCMs. NMA RegCM3 alpha (Ra2) substantially over-
estimates summer precipitation IAV. It is also the only
CECILIA RCM where IAV is increased compared to its
ENSEMBLES counterpart. For other CECILIA RCMs,
we rather see the opposite, i.e. a reduction of precipita-
tion IAV. In seasons when precipitation IAV is lessened
in the ERA-40 driving data, we also find smaller IAV in
CECILIA (and some ENSEMBLES) RCMs. Otherwise,
there is no noticeable feature in simulated precipitation
IAV like that in air temperature. When all seasons,
countries and models are considered, the capture of
IAV is similar or slightly worse in the CECILIA models
compared with ENSEMBLES models.
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CECILIA models ENSEMBLES models ERA40

Az Ra Rb Ra2 A Az A H C Ra

Austria

DJF 0.92 0.85 0.86 1.75 0.82 0.81 0.82 0.92

MAM 0.68 0.58 0.70 0.80 0.84 0.64 0.65 0.76

JJA 0.72 0.79 0.84 0.71 1.56 1.10 1.18 1.06

SON 1.14 1.08 1.19 1.63 1.10 1.24 1.23 1.06

Czech 

Republic

DJF 0.86 0.70 0.89 1.26 0.72 0.80 0.72 0.79

MAM 0.84 0.48 0.84 1.18 1.25 0.94 0.76 0.85

JJA 0.86 0.56 0.93 0.68 1.04 1.17 0. 84 0.87

SON 1.25 0.91 1.45 1.29 0.93 1.15 1.15 1.09

Hungary

DJF 0.87 0.61 0.74 0.87 0.89 1.48 0.78 0.69 0.66 0.66

MAM 0.74 0.62 0.76 0.69 0.81 1.11 1.09 0.93 0.87 1.02

JJA 1.08 1.05 0.88 0.67 0.97 1.02 1.15 1.01 1.16 1.18

SON 0.80 0.83 0.88 0.87 0.89 1.25 0.79 0.91 0.92 0.98

Romania

DJF 0.68 1.02 1.05 0.81 0.81 0.74 0.71

MAM 0.98 0.81 0.87 0.97 1.05 0.88 1.03

JJA 1.53 0.93 0.91 1.78 1.59 1.28 1.25

SON 1.01 0.98 1.27 0.74 0.95 0.69 1.05

Slovakia

DJF 1.07 0.67 0.80 0.77 0.87 0.99 1.50 0.86 0.82 0.71 0.73

MAM 1.02 0.84 1.00 1.11 0.74 1.03 1.14 1.28 0.99 1.06 0.93

JJA 0.98 0.80 0.87 1.40 0.64 1.07 0.97 1.00 1.07 1.02 1.23

SON 0.97 0.79 0.83 0.87 0.78 1.03 1.23 0.83 0.91 0.84 1.32

0 0.5 0.75           0.9 1.1 1.25 1.5 2

Country Season Inter-annual coefficient of variation ratio

Coefficient of variation ratio

Table 6. Inter-annual variability of seasonal precipitation in the CECILIA and ENSEMBLES models expressed as relative frac-
tion of observed inter-annual coefficient of variation over central and eastern European countries for the 1961−1990 period. 

DJF = winter, MAM = spring, JJA = summer, SON = autumn
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4.  DISCUSSION

Analysis of the CECILIA RCM simulations reveals
that the models are able to capture the main features
of the climate in CEE. We find both improvement
and degradation of climate description provided by
the high-resolution CECILIA simulations on small
do mains compared to the lower resolution ENSEM-
BLES simulations on a larger domain.

Although the assessed quality of the CECILIA and
ENSEMBLES simulations is often similar, we see the
majority of CECILIA simulations improve on EN -
SEM BLES simulations for air temperature character-
istics. The biases are usually reduced, and the warm
anomaly of summer temperature in southeastern
Europe reported by earlier studies (e.g. Hagemann et
al. 2004) is not present in the CECILIA RCMs. How-
ever, the decrease of warm summer air temperature
bias is accompanied by a larger wet precipitation
bias in all CECILIA RCMs except ALADIN-Climate/
CZ (Az). Therefore, the better score for the CECILIA
RCMs in simulated summer air temperature could be
a consequence of their tendency to simulate exces-
sive precipitation amounts. The increased summer
temperature IAV described by other authors (Jacob
et al. 2007, Lenderink et al. 2007, Vidale et al. 2007)
is present in only some CECILIA simulations. The
significant feature of simulated IAV is its underesti-
mate in the ALADIN family models in winter. Refer-
ring to the results of Sanchez-Gomez et al. (2009), we
suggest that this may be caused by underestimating
the mean persistence of anticyclonic weather regime
episodes, which bring cold arctic air from the north
and east to CEE. Suppressing the episodes of the cold
weather could also be reflected in relatively small
cold (or even warm) biases of winter temperature in
the affected simulations. The spatial pattern of sea-
sonal air temperature is well captured in all simula-
tions, and further improved by the CECILIA RCMs. A
slightly worse score over Hungary is rather a conse-
quence of comparing relatively smooth spatial tem-
perature fields, where even a small difference
between a model and observations can deteriorate
spatial variability or correlation.

The CECILIA RCMs show clear worsening in sim-
ulated properties of precipitation. Similarly, as in
previous studies (e.g. Jaeger et al. 2008, Rauscher et
al. 2010), we detect larger precipitation amounts
(compared to ENSEMBLES RCMs) and significant
wet biases in all high-resolution CECILIA simula-
tions. Spatial properties of the precipitation field as
well as the IAV of precipitation are also less realistic
in some regions and RCMs, although some minor

improvements can be detected as well. Our investi-
gation suggests that the results and possible gain (or
loss) from the CECILIA experiments over the
ENSEMBLES models are strongly dependent on
which particular simulation is assessed. Because of
the variety of models and their different settings, we
cannot unambiguously identify the reasons explain-
ing the performance of the CECILIA RCMs. We sus-
pect that 3 major effects play important roles.

First, some physical parameterizations of RCMs
can be sensitive on different scales of spatial resolu-
tion, and they can require further adaptation before
models are run at a very high resolution of 10 km. All
CECILIA teams employing the RegCM3 model de -
tected significant wet biases regardless of other fac-
tors, e.g. coupling with the ERA-40 data or domain
setting. This led to the development of the new ver-
sion of the RegCM3 model (here referred to as the
beta version) with adjusted parameters of the large-
scale precipitation scheme that has reduced the pre-
cipitation bias and improved other properties of sim-
ulated precipitation (Georgescu et al. 2009) as well as
air temperature (Torma et al. 2008, 2011). The de -
crease in the precipitation bias with the RegCM3
beta version is shown here in the results of the ELU
team (Rb), but it was also reported later by CUNI and
NMA teams (M. Belda, M. Caian pers. comm.). How-
ever, in this study, we present only original CUNI
and NMA RegCM3 alpha (Ra, Ra2) simulations that
are available on the project public data archive.
Fragmentation of the ALADIN-Climate/CZ (Az) sim-
ulated precipitation field (Fig. 2) in central Europe,
which is strong in winter and reflected in very low
spatial correlation with observations in this season,
also points out some weak points in the model
physics. We suspect that an imperfection in the hori-
zontal diffusion of humidity in the model may be a
source of the fragmentation of the simulated precipi-
tation in both the CECILIA and ENSEMBLES exper-
iments, but this hypothesis must still be investigated
further.

Second, coupling of the relatively coarse ERA-40
data with an RCM of 10 km spatial resolution over a
small domain could limit the ability of the RCM to pro-
duce high-resolution features, and deteriorate re sults
because of the proximity of the coupling zone to the
inner part of the domain. This could be further ampli-
fied by the presence of mountain ranges on the do-
main boundary. CECILIA ALADIN-Climate (A) simu -
lation was driven directly by ERA-40 reanalyses over
a small domain with mountains on its edges. Following
the results of earlier studies by Csima & Horányi
(2008) and mainly Farda et al. (2010), who studied the

9
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effect of domain size on the quality of   ALADIN-
Climate simulations over Bulgaria, we hypo  thesize
that high deviations of CECILIA ALADIN-Climate (A)
simulations from observations are at least partly

caused by the setting of the integration domain. In
CECILIA ALADIN-Climate (A) simulations, the inte-
gration domain and its coupling zone are perhaps too
small compared to the resolution of the ERA-40 driv-
ing data, and there is a risk of imbalance between
spatial and temporal resolution of the coupling zone.
Especially fast-travelling synoptic systems could enter
the domain’s interior without being captured properly
by a coupling procedure working with 6 h frequency.
In the case of RegCM3 alpha (Ra, Ra2) models, the ex-
cessive precipitation could be associated with not only
an internal model design (as discussed above) but also
a domain setting. Sensitivity tests with RegCM3 mod-
els (not shown here) performed in the early stage of
the CECILIA project showed a significant response of
precipitation to the choice of the domain for the same
model and configuration (CECILIA WP2 Deliverable
D2.1 2008). The complex land cover, including a sea
surface, within the integration domain of this CECILIA
simulation (see Fig. 1) could affect simulated precipi-
tation and air temperature, e.g. by forcing the model
climate systematically towards predefined sea surface
temperature.

Finally, properties of the E-OBS dataset could also
affect validation results. The E-OBS dataset was
developed in the framework of the ENSEMBLES pro-
ject to enable validation of RCM simulations at 50
and 25 km resolution. The previous studies carried
out over the Czech Republic detected low spatial
variability of air temperature (Kyselý & Plavcová
2010) and precipitation (Zíková et al. 2012) in the E-
OBS dataset. The highest deficiencies of E-OBS were
detected mainly over mountain areas. The density of
an underlying station network in the E-OBS dataset
is one of the key factors affecting its properties and
the consequent results of climate model validation
(Kyselý & Plavcová 2010, Rauscher et al. 2010). Dur-
ing preparation of this study, we detected an im -
provement in the validation of the CECILIA RCMs in
central Europe when the E-OBS dataset version 6.0,
based on a higher number of stations, was used in -
stead of version 2.0 (not shown). Despite some recent
updates, the density of station data available for E-
OBS still remains very low in many CEE countries,
and needs to be further increased to enhance the
suitability of the E-OBS dataset for the evaluation of
high-resolution RCMs.

5.  CONCLUSIONS

The aim of this paper was to evaluate 1961−1990
simulations of regional climate models at a high spa-

10

Fig. 2. Comparison of winter (DJF) mean precipitation sums
over central Europe in the E-OBS gridded observation data-
set (middle) and 2 ALADIN-Climate/CZ (Az) simulations
from the ENSEMBLES (left) and CECILIA (right) projects
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tial resolution of 10 km over small integration do -
mains, and identify their possible gain relative to
simulations of a lower resolution (25 km), but carried
out over larger integration domains. This was done
by comparing 2 sets of RCM simulations from the FP6
CECILIA and FP6 ENSEMBLES projects with obser-
vations represented by the E-OBS dataset.

We found that the CECILIA models at 10 km reso-
lution are capable of capturing the main features of
recent climate in the target region of CEE, and that
they in many aspects reach similar or even better
measures of quality as the lower resolution ENSEM-
BLES models. The major improvements are found in
the properties of simulated air temperature. Still, we
have detected several weaknesses. Compared with
the ENSEMBLES simulations, the CECILIA experi-
ments do not provide any significant gain in the qual-
ity of precipitation description and rather bring more
drawbacks than improvements.

We suspect 3 major reasons for the worsening qual-
ity of simulated precipitation. (1) An internal de sign
of some models, especially their package of physical
parameterizations, is sensitive to a spatial scale at
which the model is employed. (2) Coupling of the
coarse ERA-40 data with an RCM over a small
domain may limit the ability of the model to produce
high-resolution features. In addition, the choice of
the integration domain in some CECILIA simulations
could cause a propagation of errors related to cou-
pling into the interior of the integration domain and
thus deteriorate the results. Finally, (3) one reason for
the apparently worse performance of the CECILIA
models can be associated with imperfections of the
reference E-OBS dataset rather than the model simu-
lations themselves. Testing the CECILIA models at
the very high resolution of 10 km would perhaps
require new, even more developed datasets of station
observations than E-OBS, currently considered the
best pan-European gridded station dataset.

Even though the CECILIA simulations show no
overall but only partial improvement over the
ENSEMBLES models, we believe it still makes sense
to carry out similar experiments with high-resolution
RCMs. Such experiments may better account for
details not obvious from comparison with E-OBS, and
also enhance topographic features important for cli-
mate impact studies. In addition, even high system-
atic errors in control climate simulations may not sig-
nificantly affect the simulation of climate change as
the analysis of CECILIA scenario simulations implies.

Using reanalysis-driven RCM simulations is a fruit-
ful step for evaluating the role of resolution and
domain design. The new ERA-Interim reanalysis at

higher resolution will help to reduce the problem of a
jump in resolution in the perfect boundary condition
experiments. In the forthcoming CORDEX project
(Giorgi et al. 2009), led by the World Climate Re -
search Programme, the perfect boundary condition
approach will be systematized.
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Regional climatemodels (RCMs) are important tools used for downscaling climate simulations from global scale models. In project
CECILIA, two RCMs were used to provide climate change information for regions of Central and Eastern Europe. Models RegCM
and ALADIN-Climate were employed in downscaling global simulations from ECHAM5 and ARPEGE-CLIMAT under IPCC
A1B emission scenario in periods 2021–2050 and 2071–2100. Climate change signal present in these simulations is consistent with
respective driving data, showing similar large-scale features: warming between 0 and 3∘C in the first period and 2 and 5∘C in
the second period with the least warming in northwestern part of the domain increasing in the southeastern direction and small
precipitation changes within range of +1 to−1mm/day. Regional features are amplified by the RCMs,more so in case of theALADIN
family of models.

1. Introduction
Regional climate models (RCMs) are tools that greatly
enhance the usability of climate projections made by global
climate models (GCMs) for studying climate and its change
and impacts on a regional scale. Following the methodology
of dynamical downscaling [1, 2], the outputs of GCMs can
be used as driving fields for the nested RCMs running with
higher resolution, allowing capturing the local features of the
climate.

The Fifth Assessment Report of the Intergovernmental
Panel on Climate Change [3] suggests changes in regional cli-
mate conditions in the 21st century over Central and Eastern

Europe (CEE). The Coupled Model Intercomparison Project
Phase 5 (CMIP5) projections generally agree on warming
in all seasons in Europe during the 21st century, while
precipitation projections are more variable across different
parts of Europe and seasons. CEE is a region where pre-
cipitation changes remain still uncertain. Even the findings
of recent coordinated downscaling experiments in Europe,
for example, projects PRUDENCE (Prediction of Regional
Scenarios and Uncertainties for Defining European Climate
Change Risks and Effects) [4] or ENSEMBLES (ENSEMBLE
based predictions of climate changes and their impacts) [5]
using RCM simulations of 25–50 km horizontal resolution,
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are consistent with the CMIP5 (Coupled Model Intercom-
parison Project Phase 5) projections and do not indicate any
significant precipitation change in CEE. Although regional
climate change amplitudes of temperature and precipitation
follow global trends in Europe, they can be also affected by
changes in the large-scale circulation and regional feedback
processes [6]. Recent studies have also clearly identified
importance of soil moisture changes and their impact on
amplification of temperature extremes in Europe [7, 8].
Similar processes and meteorological extremes in general
have strong consequences on local scale climate conditions
and they can be only hardly captured by coarser resolution
GCMs. Downscalingmethods, both statistical and dynamical
based on RCMs, may thus provide valuable information on
climate change for assessing its regional impacts, detecting
possible vulnerabilities, and adopting the relevant adaptation
measures.

Climate change impacts and vulnerability assessment
were the key objectives of two recent projects supported
by European Commission’s 6th Framework Programme:
CECILIA (Central and Eastern Europe Climate Change
Impact and Vulnerability Assessment, http://www.cecilia-eu.
org/) [9–12] and CLAVIER (Climate Change and
Variability: Impact on Central and Eastern Europe,
http://www.clavier-eu.org/) [13]. The emphasis of both
projects on CEE was not only due to uncertainties in the
future climate evolution in this region. It also reflected the
fact that CEE countries are relatively young and emerging
market economies and thus potentially more vulnerable
than developed Western Europe countries. The novel aspect
of both projects was to deliver information on the climate
change in the region of CEE by means of RCMs simulations
at very high resolution of 10 km on a relatively small domain.
Advantages of such model setup and ability of the CECILIA
RCMs to capture the main features of the climate in the CEE
in the past period 1961–1990 have been tested by several
studies [14–16]. Skalák et al. [14] analysed the performance
of CECILIA models driven by ERA-40 reanalysis (“perfect-
boundary” experiment). They concluded that the gain of
using a high resolution RCM on a small domain (as in the
CECILIA project) with respect to a lower resolution (25 km)
over a larger domain (as in the ENSEMBLES project) is
clear for air temperature but very limited for precipitation.
The authors have also confirmed findings of previous
studies, for instance, [17–19], validating influence of model
resolution on simulated temperature and precipitation.
Despite high systematic errors of RCMs in control climate
simulations, those may not significantly affect the simulation
of climate change and rule out RCMs from providing useful
information on the future climate state. This study follows
up on the paper by Skalák et al. [14] and presents the analysis
of CECILIA climate change simulations in the region of
CEE for 2021–2050 and 2071–2100 periods and compares the
results of high resolution RCMs with their driving data.

2. Modeling Setup

The CECILIA modeling system consists of six individual
simulations over various domains in Central and Eastern

Europe. Based onprevious experience and experiment testing
performed in the first stage of the project, six project
partners (institutions) were involved in the Work Package
2 of the CECILIA project: Charles University in Prague,
Czech Republic (CUNI), Czech Hydrometeorological Insti-
tute, Czech Republic (CHMI), Eötvös Loránd University,
Hungary (ELU),HungarianMeteorological Service, Hungary
(OMSZ), National Meteorological Administration, Romania
(NMA), and National Institute of Meteorology and Hydrol-
ogy, Bulgaria (NIMH). The partners picked four RCMs for
the climate studies, two versions of ALADIN-Climate [20]
and two versions of RegCM3 [21], and made their choice of
model and domain setup.

Two versions of ALADIN-Climate correspond to cycle
24 and cycle 28 of the ARPEGE/IFS code. Their physical
parameterizations are different. While the original version of
ALADIN-Climate (cycle 24) developed by Météo-France has
a physical parameterization package derived directly from
the one used in GCM ARPEGE-CLIMAT 4 [22], the other
version, ALADIN-Climate/CZ (cycle 28), is based on the
numerical weather prediction version of the ALADINmodel
in operational use at theCzechHydrometeorological Institute
in 2002 and 2003.

Two versions of RegCM3 differ in some aspects of
the physical parameterizations: one in the original setting
described by Pal et al. [21], named alpha for distinction, and
the other, called beta, with applied changes into the large-
scale precipitation schemes. The modifications in the beta
version were motivated by a large bias of precipitation found
during sensitivity tests conducted with the RegCM3 alpha
model over the Carpathian Basin and their justification can
be found in Torma et al. [23, 24].

In order to produce scenarios of the 21st century with
CECILIA high resolution RCMs, two types of boundary
conditionswere taken.ALADIN-Climatemodelswere driven
by the boundary condition of 50 km horizontal resolution
coming from a “stretch mesh” version of ARPEGE-CLIMAT
4GCM. This version of the GCM has a variable horizon-
tal resolution being around 50 km over Southern Europe
and decreasing to ca 300 km at the antipode. In case of
RegCM3 models, a double nesting technique was applied.
The CECILIA RegCM3 10 km experiments were driven by
another RegCM3 simulation of 25 km resolution that was
forced by ECHAM5 GCM. The RegCM3 25 km simulation
was originally produced by the Abdus Salam International
Centre for Theoretical Physics (ICTP) in the frame of the
ENSEMBLES project. All CECILIA simulations undertaken
are summarized in Table 1. Modeling domains of individual
groups are illustrated in Figure 1.

CUNI was the only partner using the original version
of RegCM3 alpha. The reason for not using the improved
beta version was rather technical, since the modification was
introduced after a big part of CUNI simulations had been car-
ried out and it was not computationally feasible to repeat all
the simulations within the scope of the project. The RegCM3
beta was however used by CUNI to prepare meteorological
fields for coupling with chemical model CAMx for air quality
studies inWorkPackage 7 of theCECILIAproject (seeHuszar
et al. [11] for details).
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Table 1: CECILIA RCM-GCM setup.

Partner Regional model Acronym Horizontal resolution
Domain size
[points and vertical

levels]
Boundary forcing (GCM)

CUNI RegCM3 𝑎𝑙𝑝ℎ𝑎 Ra 10 km 184 × 164 × 23 RegCM3 @ 25 km (ECHAM5)
CHMI ALADIN-Climate/CZ Az 10 km 160 × 102 × 43 ARPEGE-CLIMAT
ELU RegCM3 𝑏𝑒𝑡𝑎 Rb 10 km 120 × 100 × 18 RegCM3 @ 25 km (ECHAM5)
NIMH ALADIN-Climate A2 10 km 105 × 80 × 31 ARPEGE-CLIMAT
NMA RegCM3 𝑏𝑒𝑡𝑎 Rb2 10 km 156 × 102 × 18 RegCM3 @ 25 km (ECHAM5)
OMSZ ALADIN-Climate A 10 km 108 × 72 × 31 ARPEGE-CLIMAT
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Figure 1: Integration domains of CECILIA simulations; shading:
orography from E-OBS (0.25 deg).

Four areaswere identified forwhich the RCMsimulations
were performed: Central Europe (CHMI, CUNI), Carpathian
Basin (OMSZ, ELU), Romania and Black Sea (NMA), and
Bulgaria (NIMH). For the climate change projections, all
partners were obliged to run the models for three time slices:
1961–1990 (present climate control run, CTL), 2021–2050
(near future run, NF), and 2071–2100 (far future run, FF). All
future simulationswere carried out usingCO

2
concentrations

as described by the IPCC A1B scenario [25]. This scenario
was the only possible choice due to the fact that the driving
ENSEMBLES simulations were conducted for A1B scenario
only.

3. Climate Projections

The following text analyses basic climate properties in the
regional climate simulations of CECILIA models with focus
on average precipitation and 2m temperature. Main features
of these variables in terms of yearly averages were analysed in
three regions: composite of all model domains in CECILIA
(i.e., in areas where at least one model simulation can be
evaluated, used in Figures 2 and 9), Central European part
of the domain (longitude: 10–24, latitude: 45.5–51.5, covered
by simulations of CUNI, CHMI, ELU, and OMSZ), and the

region in Bulgaria and Romania where the modeled domains
of NIMH and NMA overlap (lon.: 21–28.5, lat.: 43–45.5).
The results for each simulation were first interpolated to
a common regular grid and then averaged separately for
ALADIN and RegCM models giving two sets of results
referred to as Aladin set and RegCM set. No weighting of
models was applied for the calculation of averages. All of the
analyses were carried out using only those grid points from
the inner modeling domains; that is, grid points from the
boundary zone were discarded first.

For both 2m temperature and precipitation, we show
first overall change of the respective variable between con-
trol period and future periods as the difference in 30-year
averages over the common area. Changes in the seasonal
average values are discussed in more detail showing the
correspondence between high resolution regional models
and their driving fields. Results of CECILIA models are
comparedwith the simulations of ICTP andCNRM that were
used as driving fields for CECILIA simulations along with the
average of 14 model runs from the ENSEMBLES project as
a reference [26]. From the total number of 25 ENSEMBLES
regional simulations, only those that were available for both
near and far future periods were used for comparison.

Seasonal values were calculated as country averages. Five
countries were picked, Czech Republic, Slovakia, Hungary,
Romania, and Bulgaria, for which the values were computed
by averaging values in the grid points covered by the
respective country area. Regions of Slovakia and Hungary
were covered by five modeling groups (CHMI, CUNI, ELU,
OMSZ, and NMA); Czech Republic was covered by four
groups (CHMI, CUNI, ELU, andOMSZ). Countries from the
Eastern European part of the area, Romania and Bulgaria,
were each included only in the modeling domain of their
respective WP2 partner, NMA and NIMH.

3.1. Climate Response for 2m Temperature. Annual 2m tem-
perature changes as represented in scenario runs of CECILA
models are shown in Figure 2. Both Aladin and RegCM set
of the models agree in the basic features: warming up to
3∘C in near future and between +2 and +5∘C in far future.
The spatial pattern of the changes is consistent with warming
values increasing in the southeastern direction. In general,
the warming is stronger in Aladin model set in all domain
parts.



4 Advances in Meteorology

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

3E 6E 9E 12E 15E 18E 21E 24E 27E 30E 33E

54N

52N

50N

48N

46N

44N

42N

40N

T2M change Aladin set NF

(a)

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

54N

52N

50N

48N

46N

44N

42N

40N

3E 6E 9E 12E 15E 18E 21E 24E 27E 30E 33E

T2M change RegCM set NF

(b)

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

3E 6E 9E 12E 15E 18E 21E 24E 27E 30E 33E

54N

52N

50N

48N

46N

44N

42N

40N

T2M change Aladin set FF

(c)

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

3E 6E 9E 12E 15E 18E 21E 24E 27E 30E 33E

54N

52N

50N

48N

46N

44N

42N

40N

T2M change RegCM FF

(d)

Figure 2: Change in annual 2m temperature in Aladin (a, c) and RegCM (b, d) set between 2021–2050 and 1961–1990 (a, b) and 2071–2100
and 1961–1990 (c, d). Units are ∘C.

Changes of seasonal 2m temperature in near future lie
within the range between 0 and +3∘C (Figures 3, 4, 5, 6,
and 7, left). Aladin models give higher rise in temperature
than RegCM models in summer and fall season. In winter
and spring, there is small difference between model sets. In
all analysed countries, RegCM models usually preserve the
interseasonal structure of their driving fields with the highest
values in spring and winter and the smallest in summer. In
autumn, the response is weaker in RegCM models, while
the driving ICTP model gives the strongest response. Aladin
models agree with the warming present in their driving
Arpege model except for summer when the response in the
high resolution Aladin is stronger over Hungary, Slovakia,
and Bulgaria.

In the far future time slice (Figures 3–7, right), this
behaviour is even more pronounced.Warming present in the
high resolution RegCMmodels is very similar to the response
in their driving ICTP model with the values between +2.5

and +3.5∘C. For countries in the northern part of the domain
(Czech Rep. and Slovakia), the temperature increase is the
highest in winter; in southern countries (Hungary, Romania),
the highest increase occurs in summer season. Aladinmodels
tend to give higher increase in temperature than the global
Arpege model in all seasons except winter. In winter, Aladin
models show lower response than RegCMmodels.

While the models generally agree on the spatial structure
of mean changes, there is quite significant difference in the
representation of changes in interannual variability, shown
in Figure 8 as interannual standard deviation of seasonal
temperature. During summer months, there is a consistent
signal of increased variability in all parts of the domain.
Other seasons exhibit much larger spread between model
sets and time slice. RegCM models tend to prefer bipolar
structure with increased variability in the southern part and
decreased (or not changed) variability in the northern part of
the domain.
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Figure 3: Change in 2m temperature over Czech Republic between 2021–2050 and 1961–1990 (a) and 2071–2100 and 1961–1990 (b); blue =
DJF, green = MAM, red = JJA, yellow = SON, hatched = RegCM-ECHAM couple, plain = Aladin-Arpege couple, and ENS = average of 14
ENSEMBLES models.

Slovakia

Δ
T

(K
)

6

5

4

3

2

1

0

CH
M

I

CU
N

I

EL
U

O
M

SZ

N
M

A

N
IM

H

IC
TP

CN
RM EN

S

(a)

Slovakia

Δ
T

(K
)

6

4

5

3

2

1

0

CH
M

I

CU
N

I

EL
U

O
M

SZ

N
M

A

N
IM

H

IC
TP

CN
RM EN

S

(b)

Figure 4: As Figure 3 for Slovakia.
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Figure 5: As Figure 3 for Hungary.



6 Advances in Meteorology

CH
M

I

CU
N

I

EL
U

O
M

SZ

N
M

A

N
IM

H

IC
TP

CN
RM EN

S

Δ
T

(K
)

6

4

5

3

2

1

0

Romania

(a)

CH
M

I

CU
N

I

EL
U

O
M

SZ

N
M

A

N
IM

H

IC
TP

CN
RM EN

S

Δ
T

(K
)

6

4

5

3

2

1

0

Romania

(b)

Figure 6: As Figure 3 for Romania.
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Figure 7: As Figure 3 for Bulgaria.

3.2. Climate Response for Precipitation. Changes in precip-
itation are more varied between models and integration
domains. Overall pattern of total precipitation (Figure 9)
present in both model sets is that of small changes (between
−0.25 and +0.25mm/day) with significant decrease in moun-
tainous areas (RegCM) and near domain borders (Aladin)
where the modelled precipitation exhibits large biases.

During individual seasons, RegCM models generally
copy the patterns present in the driving ICTP simulation.This
pattern is characterised by small increase in precipitation (up
to 0.3mm/day) in winter, summer, and autumn and decrease
(up to −0.3mm/day) in spring in the near future time slice
(Figures 10, 11, 12, 13, and 14, left). OverHungary and Slovakia,
the ELU simulation changes the sign of the response, giving
small decrease in winter and autumn (around −0.2mm/day).
In near future, Aladin simulations mostly decrease precip-
itation in winter with values ranging from −0.1mm/day to
−0.3mm/day and increase precipitation up to 0.25mm/day
in other seasons. The exceptions are OMSZ simulation over
Hungary which decreases precipitation in summer and Bul-
garia where NIMH simulation gives decrease in all seasons
except autumn.

For the late 21st century period (Figures 10–14, right),
the response is generally higher in absolute values. All
RegCM models agree on increasing precipitation in winter
and autumn (0.15–0.76mm/day) and decreasing it in summer
(up to −0.45mm/day) with the exception of ELU simulation
showing almost no change in autumn over Slovakia and
NMA simulation that gives slight increase in summer over
Hungary. Spring precipitation is increased overCzechRepub-
lic, decreased over Hungary, decreased over Slovakia by ELU
and NMA simulations, and increased by CUNI simulation.
Aladin models are consistently decreasing precipitation in
summer (up to −0.84mm/day) and slightly in winter (up to
−0.1mm/day). In spring, the precipitation is increased over
Czech Republic, Slovakia, and Hungary and decreased over
Bulgaria. Autumn precipitation is mostly slightly decreased
except for Hungary and Czech Republic.

As a measure of interannual variability for precipitation,
coefficient of variation was adopted after [27]. Figure 15
shows changes of variability in seasons. The signal is not
very strong; only in summer and autumn season a tendency
towards higher variability in eastern part of the domain can
be identified. The highest increase, though, is again present
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Figure 8: Change in 2m temperature interannual standard deviation. Units are ∘C.

in the border parts of the domain, which may indicate a
nonphysical cause of such behaviour.

From previous analyses (e.g., [14]), the RegCM alpha
simulations forced by ERA40 are known to have large bias
in precipitation (up to 200% in some cases). The same
situation occurs in case of ECHAM forced runs and is evident
from Figures 16, 17, and 18. Precipitation simulated from
the RegCM model set is systematically higher by around
+0.5mm/day in the Central European part of the domain
where CUNI simulations made with the alpha version of
RegCM model are present. In the southeastern area, where
only RegCM beta simulations of NMA are available, there
is only small difference between Aladin and RegCM results.
This fact raises a question of reliability of the future period
simulations performed by RegCM alpha model. Strictly
speaking, poor performance of the model in the “perfect-
boundary” conditions renders the results of GCM-forced
simulation less credible. However, we argue that, considering
the consistency of future response between alpha and beta
version, the results of RegCM alpha are applicable for climate
change assessment and after applying proper statistical pro-
cessing methods even for impact studies.

4. Summary and Conclusions

In this paper, we presented basic properties of climate change
scenarios downscaled by high resolution regional climate
models for the area of Central and Eastern Europe under
the IPCC A1B scenario. Regional models used were RegCM3
and ALADIN-Climate forced by lateral boundary conditions
fromglobalmodels ECHAMandARPEGE-CLIMAT, respec-
tively. Periods simulated were 2021–2050 (near future) and
2071–2100 (far future) with the reference period 1961–1990.
Climate response for 2m temperature and precipitation was
analysed in terms of annual and seasonal mean change and
interannual variability.

Both models show the same general features: warming
between 0 and 3∘C in near future and 2 and 5∘C in far future
with least warming in the northwestern part of the domain
increasing towards the southeast. The seasonal values are
more varied between model sets, with RegCM3 having more
consistent results with its forcing model. This behaviour is
persistent in all analyses and can be partly attributed to the
fact that ALADIN-Climate uses boundary conditions directly
from global ARPEGE-CLIMAT with horizontal resolution
of 50 km. On the other hand, RegCM3 model is used
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Figure 9: Change in total precipitation in Aladin (a, c) and RegCM (b, d) set between 2021–2050 and 1961–1990 (a, b) and 2071–2100 and
1961–1990 (c, d). Units are mm/day.
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Figure 10: Change in total precipitation over Czech Republic between 2021–2050 and 1961–1990 (a) and 2071–2100 and 1961–1990 (b); blue
= DJF, green = MAM, red = JJA, yellow = SON, hatched = RegCM-ECHAM couple, plain = Aladin-Arpege couple, and ENS = average of 14
ENSEMBLES models.
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Figure 11: As Figure 10 for Slovakia.
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Figure 12: As Figure 10 for Hungary.
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Figure 13: As Figure 10 for Romania.

in double-nested mode, taking boundary conditions from
25 km RegCM3 simulation forced by global ECHAMmodel.

Precipitation is projected to undergo very small changes
in the first half of the century. The response is larger for

the end of the century with values within the range +1
to −1mm/day. The signal is also very consistent in the high
resolution simulations with the models used for driving; gen-
erally, theRegCMmodel family showmore consistency,while
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Figure 14: As Figure 10 for Bulgaria.
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Figure 15: Change in precipitation interannual coefficient of variation. Units are percent.

Aladin family in some cases alter not only the magnitude of
the change but also the sign.

The climate change signal present in the CECILIA sim-
ulations is comparable to previous regional-scale projec-
tions carried out within projects such as PRUDENCE or
ENSEMBLES (see, e.g., [5, 28]). The high resolution models
focusing on specific regions are capable of retaining the same
large-scale patterns that are found in their lower resolution
counterparts, while adding some local features that cannot

be identified in the driving fields. Interestingly, this added
information is not confined only to regions with major
orographic features but is consistent across the whole domain
of interest.

The results analysed in this paper show that the modeling
system employed within the CECILIA project is capable of
delivering regionalized climate information beyond simple
interpolation of GCM outputs. Even though the models
exhibit nonnegligible biases [14], the simulations carried out
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Figure 16: Average 2m temperature (a) and precipitation (b) over common CECILIA domain; annual average (thin line) and 30-year average
(thick line).
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Figure 17: Average 2m temperature (a) and precipitation (b) over Central Europe; annual average (thin line) and 30-year average (thick line).
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Figure 18: Average 2m temperature (a) and precipitation (b) over common area of Bulgaria and Romania; annual average (thin line) and
30-year average (thick line).
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provide good basis for further model development and use in
climate change assessment.
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Abstract
The European CORDEX (EURO-CORDEX) initiative is a large voluntary effort that seeks to advance regional climate
and Earth system science in Europe. As part of the World Climate Research Programme (WCRP) - Coordinated Regional
Downscaling Experiment (CORDEX), it shares the broader goals of providing a model evaluation and climate projection
framework and improving communication with both the General Circulation Model (GCM) and climate data user
communities. EURO-CORDEX oversees the design and coordination of ongoing ensembles of regional climate projections
of unprecedented size and resolution (0.11◦ EUR-11 and 0.44◦ EUR-44 domains). Additionally, the inclusion of empirical-
statistical downscaling allows investigation of much larger multi-model ensembles. These complementary approaches
provide a foundation for scientific studies within the climate research community and others. The value of the EURO-
CORDEX ensemble is shown via numerous peer-reviewed studies and its use in the development of climate services.
Evaluations of the EUR-44 and EUR-11 ensembles also show the benefits of higher resolution. However, significant
challenges remain. To further advance scientific understanding, two flagship pilot studies (FPS) were initiated. The
first investigates local-regional phenomena at convection-permitting scales over central Europe and the Mediterranean in
collaboration with the Med-CORDEX community. The second investigates the impacts of land cover changes on European
climate across spatial and temporal scales. Over the coming years, the EURO-CORDEX community looks forward to closer
collaboration with other communities, new advances, supporting international initiatives such as the IPCC reports, and
continuing to provide the basis for research on regional climate impacts and adaptation in Europe.
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Introduction

The World Climate Research Programme (WCRP) estab-
lished the Task Force for Regional Climate Downscaling
(TFRCD) in 2009, which created the Coordinated Regional
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climate Downscaling Experiment (CORDEX) initiative to
advance and coordinate the science and application of
regional climate downscaling through global partnerships
(Giorgi et al. 2009). The major goals of CORDEX are
as follows: (i) to better understand relevant regional/local
climate phenomena, their variability and changes, through
downscaling, (ii) to evaluate and improve regional climate
downscaling models and techniques, (iii) to produce coor-
dinated sets of regional downscaled projections worldwide,
and (iv) to foster communication and knowledge exchange
with users of regional climate information. Working towards
these goals also helps address WCRP Grand Challenges
such as: Water for the food baskets of the world, Clouds
circulation and climate sensitivity, Weather and climate
extremes, Carbon feedbacks in the climate system, Melt-
ing ice and global consequences, and Regional sea-level
change and coastal impacts. CORDEX was recently added
as a major project under the WCRP auspices and is also
included as a diagnostic Model Intercomparison Project
(MIP) in CMIP6 (Gutowski et al. 2016). Each regional team
can coordinate its own simulations and associated research
activities. The EURO-CORDEX community, in particular,
has established itself as a key contributor to CORDEX, with
more than 30 modelling groups collaborating in the sim-
ulation of the European climate, across all scenarios, and
making the regional climate model (RCM) data publicly
available and accessible in particular via the Earth System
Grid Federation (ESGF). Further, many of the groups in the
EURO-CORDEX community have contributed with a wide
range of simulations of regional climates in other CORDEX
regions and have played an instrumental role in defining
standards for the ESGF publication.

This community is organized in a way that allows
both a high level of coordination as well as flexibility
(e.g., dynamic structures to address emergent scientific
challenges). EURO-CORDEX celebrated 10 years as an
active consortium in 2019. The scientific output along
with the substantial contributions to open archives (e.g.,
Earth System Grid Federation, https://esgf.llnl.gov) marks
EURO-CORDEX as a success. However, Europe enjoys
many financial and institutional advantages compared with
other regions that should not be ignored. Despite this, there
are many aspects to EURO-CORDEX’s success that do
not rely on these advantages but rather on the members’
commitment to a strongly coordinated, organized and
community-based effort. The authors hope that the lessons
learned from the experience of the EURO-CORDEX
community can be applied as a model for other CORDEX
regions as they evolve.

EURO-CORDEX is driven by scientific challenges,
aligned with the first two goals of the WCRP-CORDEX

initiative. EURO-CORDEX has made substantial progress
in addressing the following specific challenges:

– Added value of regional downscaling with respect to
scale, uncertainty, processes, and phenomena (Torma
et al. 2015; Giorgi and Gutowski 2015; Prein and
Gobiet 2016; Fantini et al. 2018; Coppola et al. 2018a;
Soares and Cardoso 2017).

– Impacts of coupled processes and land-atmosphere (L-
A) feedbacks in a regional context, Knist et al. (2017)
and Davin et al. (2020).

– Improve the understanding of regional phenomena in a
climate change context, in particular extreme weather
events e.g., heat waves, storms, winds, floods, droughts,
precipitation, Termonia et al. (2018) and Belušić et al.
(2017) and their attribution to human activities (Stott
et al. 2015; Luu et al. 2018; Philip et al. 2018; Kew et al.
2018).

– Cross cutting themes: e.g., water resources/hydrological
cycle (Donnelly et al. 2017), energy-climate nexus
(Jerez et al. 2015; Tobin et al. 2016; Tobin et al. 2018)

The strategic challenges confronting EURO-CORDEX
are closely aligned with the goals of CORDEX mentioned
above. Although progress on point (i) has been demon-
strated, substantial gaps remain and EURO-CORDEX will
need to address the following issues related to point (ii) over
the coming years:

– Quality control: EURO-CORDEX certified process-
based assessments, which seek to attribute model
performance to emerging processes, e.g., conditions
originating from the interaction of components of a
complex system.

– Creation of climate information through

– stronger involvement of the statistics community
and “big data” analytics strategies as well
as stronger engagement with programs and
bodies which focus on vulnerability, impacts,
adaptation and climate services (VIACS) such
as GEWEX (www.gewex.org), Copernicus
Climate Change Service (C3S; https://climate.
copernicus.eu) and Future Earth (www.
futureearth.org).

– development of approaches to assess the
credibility and robustness of multi-model-
multi-method ensemble projections, and to
synthesize these into user-relevant narratives
(Benestad et al. 2017a)

– Knowledge transfer and exchange with the GCM com-
munity, in particular by contributing to the WCRP
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Grand Challenges relevant for Europe and by quanti-
fying the GCM limitations induced by simulating the
climate at low resolution (Giorgi et al. 2016).

As the needs of researchers and policy makers become ever
more focused on local to regional impacts and phenomena
(including features such as urban environments, hydrology,
vegetation, land use) so must EURO-CORDEX evolve.

This manuscript is meant to provide a brief history of
EURO-CORDEX and its predecessors (“A brief history
of EURO-CORDEX”), the evolution of the community
and its current organization (“Organizational structure
of EURO-CORDEX”), the EURO-CORDEX modelling
framework (“EURO-CORDEX modelling framework”), its
scientific advances to date (“Scientific advances”) and what
these advances mean for the future (“Key messages and
outlook”).

A brief history of EURO-CORDEX

EURO-CORDEX stems from the achievements of former
EU projects on regional climate modelling such as
PRUDENCE and ENSEMBLES (Christensen et al. 2007;
van der Linden and Mitchell 2009). In launching the
CORDEX initiative, WCRP recognized that in order
to produce, maintain and continuously analyze large
ensembles of regional climate simulations, a large, long-
lasting and coordinated community effort is needed.
Therefore the EURO-CORDEX community was formed in
order to sustain and provide a structure for these activities
concentrated on the European domain. As such, EURO-
CORDEX has always been a voluntary, self-organized and
dynamic community that can grow and evolve with the
changing landscape of climate research, high-performance
computing and user needs. Due to the fact that EURO-
CORDEX builds on the efforts of previous projects and
incorporates their lessons, it is also a role model for other
CORDEX communities who are engaging in this type of
effort for the first time.

Being a voluntary effort without base funding (similar
to the larger CORDEX initiative and other endeavors
such as CMIP), EURO-CORDEX nevertheless leverages
its activities to obtain national and European funding. It
also relies heavily on the enthusiasm and engagement of
the participating researchers and institutions. The EURO-
CORDEX consortium meets yearly in the Climate Service
Center in Hamburg, Germany (GERICS). The number
of registered participants from the 1st General Assembly
(GA) in 2011 to the 8th GA in 2018 grew from 40
to 64, with representatives from 18 European countries
(Table 1). At the first meeting, the foundation for the

activities of the upcoming years has been laid, including
the modelling protocol that forms the backbone of the
EURO-CORDEX ensemble. Since then, yearly meetings
have provided an opportunity for presenting and discussing
the major EURO-CORDEX activities and outcomes, and
to decide about future plans and strategies. The EURO-
CORDEX community also provided a strong contribution
to the two International Conferences on Regional Climate
- CORDEX (Brussels, November 2013 and Stockholm,
May 2016). In preparation for the Brussels conference the
EURO-CORDEX community produced a press release to
announce the release of the EURO-CORDEX data (based
on studies by Jacob et al. 2014 and Vautard et al. 2013)
entitled “New, detailed climate projections for Europe
reveal changes in extreme events and open the way for
climate change impact studies.” Further research activities
were discussed including the analysis of low emission
scenarios, including the + 1.5 ◦C and + 2 ◦C global warming
targets, which resulted in recent studies that use many
EURO-CORDEX simulations to assess the impacts of these
warming targets over Europe (Jacob et al. 2018; Kjellström
et al. 2018; Teichmann et al. 2018). General assemblies
are also an opportunity to reflect critically on the work
performed and address emergent challenges.

EURO-CORDEX is conceived as both a dynamical and a
statistical downscaling activity. Modelling groups focusing
on dynamical downscaling are using the following regional
climate modelling systems: ALADIN-Climate (Colin et al.
2010), CCLM (Böhm et al. 2006; Will et al. 2017; Rockel
et al. 2008), HIRHAM (Christensen et al. 2007), RACMO
(Van Meijgaard et al. 2012), RCA (Samuelsson et al. 2011),
RegCM (Giorgi et al. 2012), REMO (Jacob et al, 2012,
2014), PROMES (Domı́nguez et al. 2010; Domı́nguez et al.
2013), WRF (Skamarock and Klemp 2008), and ALARO-0
(Giot et al. 2016; Termonia et al. 2018).

Modelling groups focusing on empirical statistical
downscaling (ESD) employ a wide range of approaches
(Benestad et al. 2017a; Maraun et al. 2015, 2018; Gutiérrez
et al. 2018; Hertig et al. 2018; Soares et al. 2018; Widmann
et al. 2019). The two approaches to downscaling are seen
as complementary within the EURO-CORDEX community,
each with its relative strengths.

Organizational structure of EURO-CORDEX

In order to evolve and adequately address emerging
challenges, the EURO-CORDEX community has refined
its structure during its existence. Initially, two coordinators
were sufficient to manage the dynamically downscaled
ensemble. However, new challenges meant that it was
necessary to expand the number of coordinating members.
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Table 1 EURO-CORDEX General Assembly (GA) participation and milestones

Date General Assembly Decisions/milestones Participants Countries

11/2011 First Organize modelling and evaluation activities;
create databases in ESGF format, experimental
design, requirements for simulations

37 14

01/2012 Second Collect observational datasets; application of
statistical downscaling techniques

44 13

10/2013 Third Preparation for the International CORDEX con-
ference 2013

28 13

03/2014 Fourth Enhance integration with impact modelling; focus
on science

30 12

01/2015 Fifth Encompass both statistical and dynamical down-
scaling methods; scientific focus on land use
change impacts

47 13

01/2016 Sixth New organizational structure; Prepare for 2nd
EURO-CORDEX phase; FPS preparations

49 16

01/2017 Seventh Launch of flagship pilot studies 55 17

01/2018 Eighth Establish new research themes 64 18

The new structure, shown in Fig. 1, is an outcome of the
6th GA in 2016. There, the EURO-CORDEX community
acknowledged that downscaling is achievable through
different approaches, and that dynamical and statistical
approaches are complementary to each other with different
strengths and weaknesses. Both approaches are needed
to address the challenges ahead. As a result, there are
now two working groups devoted to specifically tackle

issues related to dynamical and statistical downscaling,
respectively, although they interact with each other.

Further, a third working group was formed explicitly
focussing on Climate Information Distillation (CID). As
discussed previously, this activity emerged as the scientific
community acknowledged the challenges that users face
when adopting climate data in decision-making contexts.
The vast amounts of data produced from multi-model

Fig. 1 Organizational structure
of EURO-CORDEX based on
the decision in the 6th GA. Point
of contacts (POCs) are shown
for each of the
EURO-CORDEX pillars
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ensembles with different model combinations make state-
of-the-art statistical methods necessary in order to make
sense of all the data, however, the statistics community has
not yet been widely engaged in the analysis of the data
(Benestad et al. 2017b). This activity is seen as crucial to
the effective integration and collaboration between EURO-
CORDEX and the VIACS/policy communities, as this is
where the output of the scientific activity makes its way into
decision-making. Deser et al. (2012) pointed out that GCMs
produce pronounced chaotic variations on regional scales
even over decades, and demonstrated that one model with
slightly different initial conditions could produce a wide
range of local scenarios. One important question therefore
concerns the minimum size of a reliable ensemble that is
not susceptible to random fluctuations and the law of small
numbers (Benestad et al. 2017b). Given the multiplicity
of messages, users may be inadequately prepared to
incorporate state-of-the-art climate information or may
make inappropriate decisions if messages from limited, non-
robust, unreliable subsets of data are adopted (Fernández
et al. 2019). Currently, a group of scientists is forming to
tackle the issue of CID, including dynamical and statistical
downscaling researchers from EURO-CORDEX, but also
global climate modelers, atmospheric dynamicists, climate
service providers and philosophers. Initial teleconferences

took place during spring of 2018 and additional activities
are planned.

EURO-CORDEXmodelling framework

In order to assure a high-quality and easy to handle
ensemble of simulations, the EURO-CORDEX modelling
strategy was implemented at the first GA. It consists of a
controlled experiment setup containing a fixed simulation
domain (Fig. 2), predefined horizontal grid spacings, an
evaluation simulation for each model used within EURO-
CORDEX and a historical and climate change simulations,
following the endorsed CORDEX protocol (Giorgi and
Gutowski 2015). The following are the time periods covered
by the simulations: Evaluation (ERA-Interim), 1989–2008;
Control, 1951–2005; Scenarios, 2006–2100.

Within EURO-CORDEX, one domain with two resolu-
tions is used for the RCM simulations: the EUR-44 domain
at 0.44◦ grid spacing, which is similar to what is used in
the first phase of CORDEX experiments, and the EUR-11
domain at 0.11◦ grid spacing. Therefore, together with an
ensemble at the CORDEX standard resolution (at 0.44◦),
an ensemble of high-resolution regional climate simula-
tions has been created (at 0.11◦), aiming at better resolving

Fig. 2 EURO-CORDEX model
domain at 0.11◦ resolution
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meteorological phenomena, including extreme events, over
Europe. At both resolutions, three types of experiments
are performed: reanalysis-driven evaluation runs designed
to assess RCM capacity to properly simulate regional cli-
mate in a “perfect” boundary conditions setup, GCM-driven
historical simulations, and GCM-driven climate projections
designed to assess current and future climate change. GCM
simulations are directly downscaled using RCMs (GCM
to EUR-11) or via an intermediate step using a EUR-44
simulation which is then downscaled to EUR-11 (GCM to
EUR-44 to EUR-11) (Fig. 3). Simulations are accessible
via the ESGF data distribution facility at both a resolution
of 0.44◦, but also at a higher resolution of 0.11◦ which is
unique within the CORDEX framework.

All regional models used in EURO-CORDEX are
evaluated using reanalysis-forced simulations (left hand
side in Fig. 3) before running regional climate change
projections driven by GCM forcing (right hand side in
Fig. 3). Evaluation simulations are driven by “quasi-
observational” data (ERA-Interim reanalysis; Dee et al.
2011) offering a robust basis for joint evaluation studies,
atmospheric process analysis, comparison with previous
projects, e.g., ENSEMBLES, and detailed evaluation
against observational data. This provides some information
about the performance of the individual RCMs over Europe,
along with the presence of common systematic biases.
Data are quality controlled before being uploaded to
the ESGF repository, and best practices on the use of
the regionally downscaled ensembles are provided (see
https://euro-cordex.net). Furthermore, a joint errata service,
accessible via https://euro-cordex.net, has been set in
place in order to inform users on erroneous or equivocal
simulation output.

In EURO-CORDEX, the choice of the driving GCM for
the climate projection runs is largely up to each participating
modelling group, given that it is a voluntary effort. This
kind of approach can result in an ensemble of opportunity
that might suffer from inconsistent climate change signals
(Turco et al. 2013) or be biased towards a few preferred
GCMs (Fernández et al. 2019). To avoid this, there has been
a strong effort within EURO-CORDEX, and also from other
initiatives, to analyze the driving GCMs, both regarding
their performance (e.g., Cattiaux et al. 2013; McSweeney
et al. 2014; Brands et al. 2013; Belda et al. 2015) and the
spread of their mean seasonal temperature and precipitation
changes (following the methods of Mendlik and Gobiet
(2015) and McSweeney et al. (2014), or using a climate
classification in Belda et al. (2016) or for their changes
in weather regime frequency (Cattiaux et al. 2013). These
analyses serve as support in the selection of forcing GCMs,
in the sense of performance under current climate, but
also in order to span the full spread of the GCM climate
change signals over Europe. So while EURO-CORDEX
does not explicitly follow a systematic experimental design
as proposed by McSweeney et al. (2014) it does incorporate
selection criteria. Further, most of the GCMs used in EURO-
CORDEX are among those listed as well performing by
McSweeney et al. (2014) for Europe. Nevertheless, the
GCM-RCM simulation matrix is sparse. Therefore, national
projects such as ReKlies-DE (http://reklies.hlnug.de) and
international activities such as the EU-funded Copernicus
Climate Change Services (C3S; https://climate.copernicus.
eu) are supporting EURO-CORDEX in filling this GCM-
RCM-simulation matrix in a coordinated effort. There have
also been C3S projects for the evaluation and quality control
(EQC) of climate model data (https://climatedatasite.net/).

Fig. 3 Schematic description of
the EURO-CORDEX
experiment protocol. For further
details refer to the text
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Scientific advances

Early on, EURO-CORDEX committed itself to make
data available through open access services such as
the ESGF (https://esg-dn1.nsc.liu.se/projects/esgf-liu/) and
climate impact web portals (https://climate4impact.eu).
The availability of a large multi-model ensemble in a
coordinated framework (evaluation, historical and future
simulations), on different spatial resolutions and for a
range of Representative Concentration Pathways (RCPs) is
a significant contribution to the climate science community.
It has provided the researchers with a solid basis from
which to investigate present and future European climate,
and assess uncertainty on continental to regional scales.

At the eighth GA (January 2018), a renewed commitment
was made towards community-driven research on high-
impact topics with a focus on contributing to the next
IPCC assessment report. These topics include the following:
urban scale issues, added value, impacts (with a focus
on extremes), emergent constraints, interactions/feedbacks,
and dynamics/thermodynamics. Another outcome of the
GA was the establishment of a EURO-CORDEX errata
page where issues noted by modelling teams and users
are gathered, described and addressed in an accessible
and transparent manner. A third decision was to update
and improve model/experiment documentation. This will
include synchronizing EURO-CORDEX documentation
with ongoing C3S-funded projects.

Evaluation studies and projections of future
European climate

The EURO-CORDEX evaluation simulations have served
as the data-pool for a series of investigations concerning
current European climate and the ability of regional models
to accurately represent its state, its range of uncertainty and
systematic model biases on a continental (e.g., Kotlarski
et al. 2014; Katragkou et al. 2015; Garcı́a-Dı́ez et al. 2015)
or regional level (e.g., Belušić et al. 2017; Dyrrdal et al.
2017). These simulations also provide a basis for assessing
the added value, or lack thereof, of regional climate models.
One way to look at downscaling is that information is added,
with an improved physical understanding (i.e., though
explicit inclusion of more processes/phenomena) and more
geographical detail. At the same time, the downscaling
can also introduce new errors and biases (e.g., additional
uncertainties, mismatches between GCM and RCM in
terms of parameterizations). The case for added value
is where the addition of information dominates over the
addition of uncertainty. However, the question of added
value also depends on how the results are being used. For
example, there is recent work that shows that the biases

and uncertainty in GCM-RCM chains are not additive, i.e.,
uncertainty does not increase with each downscaling step
and that RCMs in the EURO-CORDEX framework improve
on the GCMs even at larger scales (Sørland et al. 2018).

The added value of higher resolution simulations was
also addressed, both directly and indirectly, in a number
of studies including dynamical downscaling (Warrach-Sagi
et al. 2013; Torma et al. 2015; Casanueva et al. 2016b;
Coppola et al. 2018a; Prein and Gobiet 2016; Ivanov et al.
2017; Soares and Cardoso 2017; Fantini et al. 2018; Sørland
et al. 2018) and statistical methods (Casanueva et al. 2016a;
Soares et al. 2018). Joint evaluation studies also focused on
extreme climate events, such as heat waves (Vautard et al.
2013; Lhotka et al. 2017) and extreme precipitation (Fantini
et al. 2018), medicanes (Gaertner et al. 2018) or physical
process analysis, such as land-atmosphere interactions (e.g.,
Davin et al. 2016; Knist et al. 2017) and coastal circulations
(Cardoso et al. 2016). Many of these examples point to an
added value of regional downscaling by including processes
or phenomena that are missing from coarser resolution
models (e.g., Prein et al. 2015; Cardoso et al. 2016; Davin
et al. 2016; Knist et al. 2017; Fantini et al. 2018). In
other cases, such as in studies focusing on mean climate
conditions involving spatially or temporally averaged fields
(e.g., Kotlarski et al. 2014; Casanueva et al. 2016b) and/or
phenomena with strong links to large scale circulation
(Vautard et al. 2013), the added value is less apparent.
However, a comprehensive assessment of added value in
CORDEX RCM simulations is still lacking.

The historical and projection simulation datasets are the
basis for the investigation of current and future European
climate, including investigation of uncertainty stemming
from model variability and projection scenarios. Jacob
et al. (2014) used the higher resolution (0.11◦) EURO-
CORDEX simulations to show the overall spatial patterns
for temperature and precipitation changes and related
indices are similar to those of ENSEMBLES, with a
slightly stronger mean precipitation increase over most of
Europe and a reduced northwards shift of Mediterranean
drying evolution. Bador et al. (2017) investigated the
evolution of the record temperatures showing that maximum
temperatures above 50 ◦C can occur at the end of the
21st century under the RCP8.5 scenario. Tramblay and
Somot (2018) used the EUR-11 EURO-CORDEX ensemble
to investigate the intensity and the time of emergence
of the response of Mediterranean extreme precipitation
to climate change. They showed a robust north-south
pattern with increase (resp. decrease) in the North (resp.
South) of the basin. Related to these projected shifts
are projected changes in extreme dry spells, which may
increase in duration and extent over the Mediterranean
basin (Raymond et al. 2019). Jerez et al. (2015) and
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Bartók et al. (2017) compared changes in solar radiation
projected by global and regional EURO-CORDEX climate
models and reported a discrepancy between the results in
the GCM/RCM ensembles, namely increasing/decreasing
trends for the period 2006–2100 over Europe under
RCP8.5. Tobin et al. (2016) analyzed changes in surface
wind speed and wind power in Europe, using EURO-
CORDEX simulations, and Tobin et al. (2018) assessed
general changes in electricity production in Europe. Others
have also investigated renewable energy projections and
note a more challenging environment for wind energy
management in the future (Moemken et al. 2018). Several
other studies used the EURO-CORDEX projections to
focus on regional/national level (e.g., Smiatek et al. 2016;
Rulfová et al. 2016; Ouzeau et al. 2016; Soares and Cardoso
2017; Hosseinzadehtalaei et al. 2018; Bador et al. 2017;
Fernández et al. 2019; Huebener et al. 2017; Kjellström
et al. 2016; Rajczak and Schär 2017; Púčik et al. 2017; Frei
et al. 2018; Termonia et al. 2018; Prein and Gobiet 2016;
Stepanek et al. 2016; Cardoso et al. 2018) others applied
statistical downscaling methods, to further downscale the
regional climate information (e.g., Dosio 2016; Mezghani
et al. 2017) while others, after adopting bias adjustment
techniques, use EURO-CORDEX data for local applications
(Reder et al. 2018; Croce et al. 2018).

EURO-CORDEX simulations were recently used to
assess the human influence in recent individual extreme
events, together with other projection ensembles, a type
of analysis which is called “event attribution” (Stott et al.
2015). EURO-CORDEX does not include pre-industrial
simulations but changes between an earlier historical period
(e.g., 1971–2000) and a “current climate” period (e.g.,
2001–2030) allows to estimate a lower bound of human
influence on regional climate events. In this way, Kew et al.
(2018) showed that heat waves such as the 2017 summer
“Lucifer” heat wave in Southern Europe had a probability
that had strongly increased due to human influence. Other
cases were studied using EURO-CORDEX, such as the
extreme precipitations over the Cévennes mountains range
(Luu et al. 2018), the European drought of Summer 2015
in Central Europe (Hauser et al. 2017) the extreme wind
stagnation of December 2016 (Vautard et al. 2018), and the
winter wind storms of January 2018 (Vautard et al. 2019).
The added value of high resolution was demonstrated in
particular for the Mediterranean heavy precipitations. As
a final example, Giorgi et al. (2016) showed the added
value of high-resolution RCMs in the projection of summer
precipitation changes over high mountainous areas (e.g., the
Alps). An overview of EURO-CORDEX publications can
be found in the EURO-CORDEX publication web pages
(http://euro-cordex.net).

Flagship pilot studies

The flagship pilot studies (FPS) initiative was established
by the CORDEX Scientific Advisory Team as an additional
activity to the core work of CORDEX, analogous to
the MIPs of Coupled Model Intercomparison Project
(CMIP) (Gutowski et al. 2016). These are “bottom up”
initiatives and benefit the larger CORDEX/Working Group
on Regional Climate (WGRC, https://www.wcrp-climate.
org/regional-climate) bodies through linking to the wider
climate research community, such as the newly established
MIPs and other WCRP core projects. The EURO-CORDEX
community submitted two successful FPS applications, one
on the climatic impacts of land cover changes and one
jointly with the Med-CORDEX community (Ruti et al.
2016; Somot et al. 2018) on convective phenomena through
the use of very high-resolution convection-permitting
regional climate models (CPRCMs). These computationally
intensive projects started up in 2017 and just recently begun
to produce results.

FPS I Land Use and Climate Across Scales

Land Use and Climate Across Scales (LUCAS) is a new
initiative on coordinated regional climate experiments for
Europe including land use change forcing (https://www.
hzg.de/ms/cordex fps lucas/). It was initiated jointly by
EURO-CORDEX and LUCID (Land-Use and Climate,
IDentification of robust impacts, http://www.lucidproject.
org.au). Land use change (including land cover and/or
land management changes) is an important anthropogenic
forcing on climate, and its direct biophysical effect on
temperature can locally or regionally be of the same order of
magnitude as the effect from global greenhouse gas forcing,
but there are still uncertainties in magnitude and sign of
many land-induced changes (de Noblet-Ducoudré et al.
2012; Lejeune et al. 2017; Perugini et al. 2017; Cherubini
et al. 2018). Even more important for impact studies, many
numerical experiments have highlighted the strong impact
land uses may have on extreme events (e.g., Pitman et al.
2012; Davin et al. 2014; Thiery et al. 2017; Lejeune et al.
2018; Berckmans et al. 2019).

The LUCAS initiative is complementary to the Land Use
Model Intercomparison Project (Lawrence et al. 2016) in
that LUMIP focuses on the global scale, while LUCAS
investigates regional impacts, using higher resolution, closer
to the scale at which the biogeophysical effect of LUC has
the strongest impacts. Up till now, this human forcing is not
accounted for in RCM climate change projections. RCMs
have been applied individually for investigating impacts of
land use changes on regional climate in different world
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regions (e.g., see reviews of Pielke et al. 2011; Lawrence
and Vandecar 2015; Santanello et al. 2018). Most results
are model specific and therefore do not allow one to
derive robust conclusions. In LUCAS, for the first time
an ensemble of RCMs will be used in coordinated land
use change (LUC) experiments, focusing on anthropogenic
land cover conversions and potentially on land management
practices during its later phase. The LUCAS modelling
framework is visualized in Fig. 4.

The overall objectives of LUCAS are (i) to identify
robust biophysical impacts of land use change on climate
across regional-to-local spatial scales and at various time
scales, from extreme events to multi-decadal trends, and
(ii) to provide robust information in support of effective
land use practices and also help guide decisions on land
management from unintended consequences. The questions
to be addressed are:

– How sensitive are regional climate models to land
use change and how is this interrelated to land-
atmosphere coupling in different regions among the
suite of models?

– How large is the relative contribution of land use change
compared with other forcings in the detection of past
and potential future climate trends?

– How do land use practices modulate climate variability?
Can local land use change modulate extreme climate
conditions?

– What is the effect of spatial resolution on the magnitude
and robustness of land use change-induced climate
changes?

– What errors do we make on the downscaled
climate change if we ignore land use change?
This is especially important for subsequent
impact studies.

Regional Climate 
System

z

spatio-temporal dis-/aggregation

Observations RCMs

Terrestrial 
Biosphere

Atmosphere

Terrestrial 
Hydrosphere

Soil

two-way
coupling

multi-
compartment

GCM / Reanalyses 
boundary forcing

Feedbacks

Land cover and 
land use changes 
incl. land 
management

General Circulation Models / Global Re-analyses

LUCAS Model ing  &  Eva luat ion  Framework

GHG & aerosol 
emissions / 
concentrations

Historic observations and past re-constructions  
Scenarios and future projections (e.g. RCPs / SSPs)

Evaluation 

Fig. 4 LUCAS modelling framework. Land use and climate change
experiments are performed with several RCMs. They represent pro-
cesses in atmosphere, terrestrial biosphere, hydrosphere and pedo-
sphere. RCMs which apply a two-way coupling between the atmo-
sphere and the terrestrial components, enable the investigation of
land-atmosphere feedbacks. The evaluation experiments are driven
by reanalysis data and compared with observational data. Multi-
compartment observational data on consistent temporal and spatial
scales enable the evaluation of land-atmosphere feedbacks. The cli-
mate change experiments are driven by GCMs. Greenhouse gas (GHG)

and aerosol concentrations are prescribed to the model simulations
according to observed past concentrations for historical time peri-
ods, and according to different RCPs for climate change projections.
Land cover and land use changes are implemented into the RCMs
according to observed past re-constructions for historical time periods,
and according to different Shared Socio-Economic Pathways (SSPs),
which are linked to certain RCPs, respectively. Additional land use
change experiments are designed, for which specific land use forcings
are developed and implemented
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It is clear that the outcome of these simulations will be lim-
ited as long as the representation of surface fluxes, boundary
layer turbulence, and cloud microphysics cannot be veri-
fied and improved. Therefore, these modelling efforts will
be accompanied by field experiments on land-atmosphere
feedback (Wulfmeyer et al. 2018), which are currently being
evaluated or prepared, e.g., at the TERENO sites (Bogena
2016) and the new Land-Atmosphere Feedback Observatory
(LAFO; see https://lafo.uni-hohenheim.de).

Cropland management as well as human water use by
water extraction and irrigation is an emerging topic and
has the potential to either enhance or dampen temperature
extremes (Becker et al. 2013; Davin et al. 2014; Thiery
et al. 2017; Keune et al. 2018). Also, the collaboration
between the FPS LUCAS on land-atmosphere feedback,
the WRCP LoCo community (Santanello et al. 2018) and
experiments on land-atmosphere feedback (Wulfmeyer et al.
2018) including groundwater dynamics (Keune et al. 2016)
should be intensified.

FPS II convective phenomena at high resolution over
Europe and the Mediterranean

The second FPS mobilizes the EURO- and MED-CORDEX
communities and aims to bring fresh perspectives and
expertise on issues surrounding convective phenomena.
Present and future convective extremes and their processes
are under investigation with convection-permitting regional
climate models (CPRCMs), at resolutions finer than
3 km, over selected sub-regions of Europe and the
Mediterranean (Fig. 5). Advanced statistical techniques will
also be employed in parallel to evaluate the performance

Fig. 5 Mandatory domain for the FPS on convective phenomena (red
box). The dashed blue line corresponds to the northern boundary of the
Med-CORDEX domain

of dynamical models, to potentially serve as emulators
of convective extremes, and to detect and attribute
their changes. These so-called emulators use empirical
relationships between large scales features and local
phenomena such as precipitation in ways similar to
statistical downscaling but then add additional detail to
obtain, e.g., sub-daily rainfall (Mezghani et al. 2019). The
FPS aims to extend these to also include information from
the dynamical downscaling. The added value of CPRCMs
is well established now, especially for mesoscale convective
systems, rainfall extremes, diurnal cycles, regional snow
cover, etc. (see Ban et al. 2014; Prein et al. 2015, 2017a;
Berthou et al. 2018; Sørland et al. 2018; Lüthi et al.
2019; Scaff et al. 2019). What has not been done as yet,
is to explore these advances in an ensemble framework,
which will allow us to better estimate uncertainty, quantify
robustness and elucidate key driving processes. The added
value of explicitly simulating deep convection will be
rigorously evaluated with respect to both coarser resolution
simulations up to GCM scales and VIACS applications.
The CPRCM simulations will also serve as references and
help developing convection parameterizations in standard
RCMs and GCMs. The availability of observational datasets
at very high resolutions in both space and time allows
unprecedented evaluation opportunities (e.g., Lussana et al.
2018; Hiebl and Frei 2016, 2018; Frei 2014).

This FPS has three main scientific questions with many
attendant sub-topics and questions:

– How do convective events and associated damaging
phenomena (heavy precipitation, wind storms, flash-
floods) respond to changing climate conditions in
different climatic regions of Europe?

– Does an improved representation of convective pro-
cesses and precipitation at convection-permitting scales
lead to downscaled as well as upscaled added value?

– To what extent do lateral boundaries affect convection-
permitting model (CPM) performance and how can
corresponding errors be reduced?

– Is it possible to complement costly convection-
permitting experiments with physically defensible
statistical downscaling approaches such as “convection
emulators” that mimic CPMs and are fed by output from
conventional-scale climate models?

Convective extreme events are a priority under the
WCRP Grand Challenge on weather and climate extremes,
because they carry both society-relevant and scientific
challenges that can be tackled in the coming years. Further,
“coordinated modelling programs are crucially needed to
advance parameterizations of unresolved physics and to
assess the full potential of CPMs” (Prein et al. 2015).
The project involves over 20 modelling teams and consists
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of three modelling steps: test cases, evaluation runs and
scenario runs. A presentation of the project and preliminary
results appear in Coppola et al. (2018b). Figure 6 shows
results from a test case over Switzerland and highlights the
ensemble performance in reproducing an extreme Foehn
event in November of 2014. The ensemble mean spatial
pattern correlations for this event were over 0.90. However,
the ensemble exhibits much larger spread for events that
are more weakly forced by the synoptic background state
and have strong orographic and/or land-ocean interactions.
Simulations over climate scales (10 years time slices)
under present and future conditions are ongoing. A small
ensemble has recently been completed (fall 2019) and a

number of investigations are underway with results expected
in late 2019/early 2020.

Keymessages and outlook

The scientific challenges EURO-CORDEX faces will
require broad community-based research. Given the frag-
mented nature of funding for EURO-CORDEX and
CORDEX generally, there is a need for funding that tar-
gets these types of research initiatives. Only in this way
will significant improvements in fundamental understand-
ing emerge. A non-exhaustive list of directed research

Fig. 6 Time series of 12 hourly
accumulated precipitation for a
Foehn event over southern
Switzerland (black line/dots, in
mm on the right hand y-axis)
during the event and temporal
evolution of the spatial
correlation (lefthand y-axis) of
the accumulated 12 hourly
precipitation between the
simulations and observations,
panel a. Number of models with
a correlation greater than 0.5 for
WL simulation (in blue) and CM
simulation (in red). Time series
of the accumulated precipitation
averaged over the region covered
by the observations for each
model (colored lines) versus
observations (black line), panel
b. Time series of accumulated
hourly precipitation for the
ensemble means of the WL and
CM simulations versus
observations (blue, red and
black lines, respectively), panel
c (Reproduced from Coppola
et al. (2018b))
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recommendations are presented below. These are fol-
lowed by more detailed descriptions of key messages and
the future outlook from the EURO-CORDEX community,
which include not only research but also necessary expan-
sion of the community to include additional perspectives.

– Research towards a more comprehensive and improved
understanding of regional climate processes and their
drivers, in particular with respect to extremes and place
these within the context of the Sustainable Development
Goals and WCRP Grand Challenges.

– Research towards transient continental-scale ensemble
kilometer scale modelling (i.e., convection permitting)
has the potential to substantially reduce uncertainties
in future climate projections and enhance our under-
standing of high-impact weather events under climate
change; the community is moving in this direction
but such initiatives require significant and sustained
investment in personnel and resources

– Research support for the interdisciplinary community
that will be needed to further develop Regional Earth
system models that are able to better simulate the
human impact on local and regional climate (e.g.,
vegetation feedbacks, hydrology and water resources,
irrigation for agricultural production, urban climate,
regional sea-level rise, storm surge modelling, coupled
glacier modelling)

– Research that explicitly links observations to model
development and improvement through collaborative
community efforts that focus on regional and local
process studies that make use of, e.g., field campaign
data to improve the representation of processes and
feedbacks in regional models.

Linking with climate services

In addition to generating a unique dataset to address many
scientific issues pertaining to climate downscaling, the
first phase of EURO-CORDEX has already had a tremen-
dous impact on the provision of regional climate services.
For example, several “official” national climate scenar-
ios (examples include France (http://www.drias-climat.fr),
Switzerland (www.ch2018.ch), Austria, Norway (https://
klimaservicesenter.no), Spain (http://escenarios.adaptecca.
es) and Belgium (http://www.euro-cordex.be) for national
climate change adaptation strategies are nowadays based
on EURO-CORDEX. In addition, EURO-CORDEX will
be at the heart of the coming C3S European climate ser-
vice for future projections (e.g., the Copernicus Climate
Change Service project C3S34b, PRINCIPLES, https://
climate.copernicus.eu). It has also been used in proof-of-
concept European climate services, for instance to help the
energy sector facing climate change impacts and climate

variability in developing renewable energies, or water, such
as in the C3S CLIM4ENERGY and SWICCA projects
(https://climate.copernicus.eu). Operational implementation
is currently underway.

Despite the scientific progress and overall success
of the EURO-CORDEX initiative, there are a number
of challenges confronting it. These challenges are of
both scientific and strategic nature. For example, simply
generating and disseminating downscaled regional climate
projections in the absence of good experimental design
and without proper context, guidance and tailoring, will,
at best, not serve user communities’ needs optimally and,
at worst, potentially lead to misleading strategies (Dilling
and Berggren 2014). Avoiding such pitfalls will require
both scientific advances on uncertainty quantification
and verification metrics needed to produce robust and
reliable projections, as well as strategic partnerships with
outside collaborators in the VIACS communities. EURO-
CORDEX is directly addressing these challenges through
the establishment of strategic partnerships (e.g., with the
CMIP6-endorsed VIACS advisory board (Ruane et al.
2016) and a dedicated effort on CID (Fig. 1).

In the second phase of EURO-CORDEX, the ensemble
of EUR-44 and EUR-11 simulations will be extended to
serve as a robust basis for further studies and VIACS
applications. Additional EURO-CORDEX objectives are
to foster the creation of climate information including
the interface to users and to integrate empirical statistical
downscaling. The new structure of EURO-CORDEX (see
Fig. 1) reflects these aims and gives us a good basis
for future cooperation and collaborations with the broader
community of climate change, sustainability and social
transformations researchers. It is an ambitious and exciting
platform but one that is timely and has a proven and
dedicated community of practice built to support it.

Integrating statistical methods

As noted previously, the volume of data produced in the
EURO-CORDEX downscaling activities requires advanced
statistical techniques for robust analyses (Benestad et al.
2017a, b). Better integration of these techniques and col-
laboration with external experts is a key strategic aim for
EURO-CORDEX. Steps have already been taken with par-
ticipation of EURO-CORDEX teams in the EU COST
Action ES1102 “VALUE” (Maraun et al. 2015), where
statistical downscaling groups organized themselves to sys-
tematically investigate statistical downscaling and bias cor-
rection methods. In a first experiment, VALUE investigated
the downscaling skill of some 50 statistical methods for
present climate, when driven with reanalysis-based predic-
tors. These results have recently been published in a special
issue (Maraun et al. 2017, 2018; Gutiérrez et al. 2018;
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Hertig et al. 2018; Soares et al. 2018). These types of
activities have been integrated into the ESD pillar into
EURO-CORDEX (Fig. 1), and a new call for the next exper-
iment will be issued shortly. This experiment will inves-
tigate the overall skill of statistically downscaled GCMs
in present climate and the plausibility and uncertainties of
future projections based on statistical downscaling.

Receiving support from computer science

The fields of climate science and climate change impacts
heavily rely on computationally-intensive simulations and
data centers should be aware of the wealth of data
that is to come from the EURO-CORDEX community
due to increasing ensemble sizes and heading towards
convection-permitting resolutions. For instance, the effort
in the setup and performance of CPM simulations was
exemplified in latitude-belt runs by Schwitalla et al. (2017)
or European, CPM simulations by Leutwyler et al. (2016)
and on global scales by Heinzeller et al. (2016). On the
other hand the climate modelling community, enabled by
ever increasing high-performance computing resources, is
facing large challenges related to new, emerging computing
paradigms using, e.g., new microarchitectures such as GPUs
(Lawrence et al. 2018) and finding more efficient ways to
handle and store the massive amounts of data produced by
CPM simulations. Additionally, there will be even more
requests from VIACS communities for this data and online
processing services to reduce the data volume on the
server side. VIACS will have to bring together the large
amount of high-resolution climate data and the requests
of their customers for local climate information. They are
challenged by the need of quick answers on the one hand
and the desire to deliver high-quality well thought out and
crafted products on the other. To address this issue targeted
research and development to simplify and democratize data
access and analysis and improve guidance for end-users in
an era of data volume explosion will be needed. Here, a
closer collaboration with the EURO-CORDEX community
will help to address the challenges and fulfill mutual
requirements.

Fostering cooperation withWCRP activities

The regional activities in WCRP are receiving increased
visibility at present, and it is incumbent upon all involved to
look for synergies across these activities. EURO-CORDEX,
and CORDEX more generally, has a critical role to play
in realizing WCRP’s new scientfic objectives, in particular
objective 4 “Bridging science and society” (WCRP Joint
Scientific Committee (JSC) 2019). The EURO-CORDEX
community itself is also challenged by the WCRP and
CORDEX-specific grand scientific challenges. Some of

them can be addressed together with other communities,
such as VIACS or the larger climate science community
including CMIP6. Here, closer and more active interaction
is essential. Besides the scientific challenges, it is also
necessary to support VIACS communities by providing well
designed, large ensembles of climate simulations in a well-
documented and usable way. As a promising development,
a robust community has formed around convection-
permitting modelling and two successful WCRP-GEWEX
sponsored workshops, with strong participation from the
EURO-CORDEX community, have been held in Boulder,
Colorado. While advances are coming quickly, there are a
number of challenges for this community to address (Prein
et al. 2017b). EURO-CORDEX and its affiliated Flagship
Pilot Studies are right at the forefront of this effort.

Collaboration with the GCM community

Finally, there is a tremendous strategic opportunity for
EURO-CORDEX to pursue synergies with climate research
activities mainly focused on GCM modelling through the
establishment of CORDEX as a diagnostic MIP within
the CMIP6 framework. This is also a non-trivial task,
since institutional, disciplinary and philosophical barriers
often remain between the two communities. However,
increasing collaboration is very important, as CPMs are
approaching the global scale and can be operated without
lateral boundaries (e.g., Schwitalla et al. 2017). There
exist a number of opportunities to evaluate upscaled
added value, investigate emergent constraints on climate
change at regional scales, provide feedback into GCMs
to improve parameterizations, and for collaboration with
higher resolution, convection-permitting GCMs.
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Kotlarski S, Drobinski P, Obermann-Hellhund A (2018) Process-
based evaluation of the VALUE perfect predictor experiment of
statistical downscaling methods. Int J Climatol 39:3868–3893.
https://doi.org/10.1002/joc.5911. https://rmets.onlinelibrary.wiley.
com/doi/pdf/10.1002/joc.5911

Somot S, Ruti P, Ahrens B, Coppola E, Jordà G, Sannino G, Solmon
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France
38 Department of Physics and Astronomy, Ghent University, Ghent,

Belgium
39 Institute of Physics and Meteorology, University of Hohenheim,

Stuttgart, Germany

51   Page 20 of 20 Regional Environmental Change (2020) 20: 51



Geosci. Model Dev., 10, 3635–3659, 2017
https://doi.org/10.5194/gmd-10-3635-2017
© Author(s) 2017. This work is distributed under
the Creative Commons Attribution 3.0 License.

PALM-USM v1.0: A new urban surface model integrated into the
PALM large-eddy simulation model
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Abstract. Urban areas are an important part of the climate
system and many aspects of urban climate have direct ef-
fects on human health and living conditions. This implies
that reliable tools for local urban climate studies supporting
sustainable urban planning are needed. However, a realistic
implementation of urban canopy processes still poses a seri-
ous challenge for weather and climate modelling for the cur-
rent generation of numerical models. To address this demand,
a new urban surface model (USM), describing the surface en-
ergy processes for urban environments, was developed and
integrated as a module into the PALM large-eddy simulation
model. The development of the presented first version of the
USM originated from modelling the urban heat island during
summer heat wave episodes and thus implements primarily
processes important in such conditions. The USM contains
a multi-reflection radiation model for shortwave and long-
wave radiation with an integrated model of absorption of ra-
diation by resolved plant canopy (i.e. trees, shrubs). Further-
more, it consists of an energy balance solver for horizontal
and vertical impervious surfaces, and thermal diffusion in
ground, wall, and roof materials, and it includes a simple
model for the consideration of anthropogenic heat sources.
The USM was parallelized using the standard Message Pass-
ing Interface and performance testing demonstrates that the
computational costs of the USM are reasonable on typical
clusters for the tested configurations. The module was fully
integrated into PALM and is available via its online repos-
itory under the GNU General Public License (GPL). The

USM was tested on a summer heat-wave episode for a se-
lected Prague crossroads. The general representation of the
urban boundary layer and patterns of surface temperatures of
various surface types (walls, pavement) are in good agree-
ment with in situ observations made in Prague. Additional
simulations were performed in order to assess the sensitivity
of the results to uncertainties in the material parameters, the
domain size, and the general effect of the USM itself. The
first version of the USM is limited to the processes most rel-
evant to the study of summer heat waves and serves as a basis
for ongoing development which will address additional pro-
cesses of the urban environment and lead to improvements to
extend the utilization of the USM to other environments and
conditions.

1 Introduction

1.1 Urban climate

As more than half of the human population resides in cities,
and this figure is expected to keep increasing in future
(United Nations, 2014), the influence of urban surfaces on
the local urban climate gains more importance. Many aspects
of urban climate have direct effects on human health and liv-
ing conditions, the most prominent examples being thermal
comfort and air quality.

Published by Copernicus Publications on behalf of the European Geosciences Union.
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One major phenomenon related to the urban climate is
the urban heat island (UHI), i.e. the fact that an urban area
may be significantly warmer than its surrounding rural areas,
which mainly appears during evening and early night hours
(Oke, 1982). The higher temperature is linked to the absorp-
tion and retention of energy by urban surfaces and to anthro-
pogenic heat emissions, which can cause urban-to-rural tem-
perature differences of several degrees Celsius. Moreover,
buildings and other urban components can locally decrease
the ventilation (e.g. Letzel et al., 2012), thus adding to ther-
mal discomfort. Chemical processes, and consequently air
quality, are also affected by the urban environment.

Effects of the urban heat island on living conditions have
been the focus of urban planning for several decades in vari-
ous cities, as it is anticipated that careful planning can allevi-
ate some of these effects. However, developing adaptation
and mitigation strategies requires state-of-the-art tools ap-
plicable for urban climatology studies. The work presented
in this paper started in the larger framework of the Ur-
ban Adapt1 project, which focused on the development of
such strategies for three major cities in the Czech Republic
(Prague, Brno, and Pilsen). The aim was to provide as de-
tailed a description of the street canyon conditions as pos-
sible, going to the resolution of the order of a few metres.
Below we provide a brief description of the methods typi-
cally used for such a task and the motivation for developing
a new urban surface model (USM).

Several possible approaches for studying urban climate
have been used, ranging from observation analyses, over
physical modelling, to numerical simulations (for a compre-
hensive review, see e.g. Mirzaei and Haghighat, 2010; Moo-
nen et al., 2012). In this context, a number of physical pro-
cesses and their complex interactions must be taken into ac-
count (e.g. Arnfield, 2003). Urban surfaces are affected by
shortwave and longwave radiation, and energy is exchanged
between the urban canopy and the atmosphere in various
forms, including sensible and latent heat fluxes. These fluxes
in turn, together with boundary layer processes and large-
scale synoptic conditions, affect the turbulent flow of air. The
complexity is further increased by the presence of vegetation
and the pronounced heterogeneity of urban surface materials.

For numerical modelling of urban climate processes, var-
ious models and frameworks have been used (Mirzaei and
Haghighat, 2010; Moonen et al., 2012; Mirzaei, 2015). One
possible approach is to use a regional meteorological or cli-
mate model. However, these models typically operate with
horizontal resolutions of the order of hundreds of metres to
tens of kilometres, and urban processes are treated using bulk
parameterizations or single-/multi-layer urban canopy mod-
els (e.g. Kusaka et al., 2001; Martilli et al., 2002). Thus, these
models are much better suited to assessing the influence of
urban environments on the larger-scale meteorology.

1http://urbanadapt.cz/en

A second approach is represented by standalone pa-
rameterized models, e.g. the SOLWEIG model (Lindberg
et al., 2008), RayMan (Matzarakis et al., 2010), the TUF-
3D model (Krayenhoff and Voogt, 2007), the TUF-IOBES
model (Yaghoobian and Kleissl, 2012, based on TUF-3D),
TEB (Masson, 2000), or SUEWS (Järvi et al., 2011). These
models treat some physical processes (e.g. radiation, latent
heat flux, water balance), while they parameterize the air flow
by means of statistical and climatological models or meteo-
rological measurements.

The most complex approach is represented by a group
of computational fluid dynamics (CFD) models. The ex-
plicit simulation of the turbulent flow is computationally
expensive; thus, different techniques have to be adapted to
make calculations feasible, usually based on limiting the
range of the resolved length scales and timescales of the
turbulent flow. Most of the CFD models applied for ur-
ban climatology studies today are models based on the
Reynolds-averaged Navier–Stokes (RANS) equations, e.g.
ENVI-met (ENVI-met, 2009), MITRAS (Schlünzen et al.,
2003), MIMO (Ehrhard et al., 2000), and MUKLIMO_3
(Sievers, 2012, 2014). In RANS models, the entire turbu-
lence spectrum is parameterized, and thus only the mean
flow is predicted. This allows for use of relatively large time
steps leading to moderate computational demands, but it im-
plies physical limitations as interactions of turbulent eddies
with the urban canopy cannot be explicitly treated. In or-
der to overcome this deficiency, large-eddy simulation (LES)
models can be employed. They use a scale separation ap-
proach to resolve the bulk of the turbulence spectrum explic-
itly, while parameterizing only the smallest eddies in a so-
called subgrid-scale model. Examples of such models are e.g.
PALM (Maronga et al., 2015), which can incorporate build-
ings as explicit obstacles, the OpenFoam2 modelling sys-
tem, which can use both LES and RANS solvers, or DALES
(Heus et al., 2010).

However, many of the CFD models do not contain ap-
propriate urban canopy energy balance models with an ex-
plicit treatment of radiative fluxes. To overcome this defi-
ciency, stand-alone energy balance models can be coupled to
CFD models, recent examples being SOLENE-microclimat
(Musy et al., 2015) or TUF-IOBES, which was coupled to
PALM (Yaghoobian et al., 2014). These are usually one-way
coupled systems in which the stand-alone model is used for
the calculation of incoming/outgoing energy fluxes to/from
any surface element, which are then imported into the CFD
model. This means that CFD model dynamics are not con-
sidered for the calculation of the energy fluxes, making this
approach less precise than fully two-way integrated models.

Most of the CFD models are closed-source in-house solu-
tions, complicating their scientific and technical validation.
Furthermore, many of them are not designed to work on
high-performance computing systems (HPC) with hundreds

2http://www.openfoam.org
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to thousands of processor cores, limiting their range of ap-
plications. Notable exceptions are the models PALM, Open-
Foam, and DALES, which are available under a free license
and can be run on HPC.

Regarding the task at hand, i.e. providing detailed infor-
mation on the influence of urban surfaces and vegetation on
pedestrian-level thermal comfort and air quality, LES mod-
els can be considered to be the most appropriate and future-
oriented since they can predict the turbulent air flow over
a very complex surface with sufficient resolution. However,
according to the authors’ research at the beginning of the
study, there was no open-source LES model with an inte-
grated energy balance solver for urban surfaces that would
be able to account for the realistic implementation of vari-
ous processes inside an urban canopy. Our attempts to in-
tegrate some of the existing energy models (e.g. TUF-3D)
into PALM led to serious technical difficulties due to the
different scientific approaches of the particular models, in-
compatible data structures, difficult parallelization, and other
issues. The license compatibility was another issue. There-
fore, we decided to start from scratch, extending existing
LES model PALM with a new fully integrated USM module
that explicitly describes energy exchanges in the urban envi-
ronment. Due to the complexity of this task, the first version
of PALM-USM was deliberately limited to the most impor-
tant processes for modelling summer heat-wave episodes in
fully urbanized areas. Further improvements and additions to
this module are a current work in progress and will be real-
ized within the next years (see also Sect. 6).

1.2 LES model PALM

PALM3 is designed to simulate the turbulent flow in atmo-
spheric and oceanic boundary layers. A highlight of PALM
is its outstanding scalability on massively parallel computer
architectures (Maronga et al., 2015). The model solves the
non-hydrostatic incompressible Navier–Stokes equations in
Boussinesq approximation. Subgrid-scale processes that can-
not be resolved implicitly based on the numerical grid resolu-
tion are parameterized according to the 1.5-order Deardorff
closure scheme (Deardorff, 1980) with the modification of
Moeng and Wyngaard (1988) and Saiki et al. (2000), assum-
ing that the energy transport by subgrid-scale eddies is pro-
portional to the local gradients of the mean quantities.

Prognostic equations are solved numerically, primarily
using an upwind biased fifth-order differencing scheme
(Wicker and Skamarock, 2002) and a third-order Runge–
Kutta time-stepping scheme following Williamson (1980).
Discretization in space is achieved using finite differences on
a staggered Cartesian Arakawa-C grid (Arakawa and Lamb,
1977).

PALM includes several features, such as cloud micro-
physics, a plant canopy model, and an embedded Lagrangian

3https://palm.muk.uni-hannover.de

particle model. In connection with the urban application,
four other relevant schemes have already been implemented:
a Cartesian topography scheme, representation of radiative
exchange at the surface, large-scale forcing, and land-surface
interactions with the atmosphere. The Cartesian topography
scheme covers solid, impermeable, fixed flow obstacles (e.g.
buildings) as well as terrain elevations (mountains, hills),
with a constant-flux layer assumed between each surface ele-
ment and the first grid level adjacent to the respective surface
in order to account for friction effects. The representation
of radiative exchange at the surface contains options to use
either a simple clear-sky radiation parameterization or em-
ploy the Rapid Radiation Transfer Model for Global Mod-
els (RRTMG, e.g. Clough et al., 2005), which is coupled to
PALM and is applied as a single-column model for each ver-
tical column in the PALM domain. The large-scale forcing
option enables forcing with data e.g. from mesoscale models
via additional tendency terms, including an option for nudg-
ing of the mean profiles. Finally, the implementation of land-
surface interactions with the atmosphere is based on a sim-
plified version of the Tiled European Centre for Medium-
Range Weather Forecasts Scheme for Surface Exchanges
over Land (TESSEL/HTESSEL, Balsamo et al., 2009) and
its derivative implementation on the DALES model (Heus
et al., 2010). PALM’s land-surface submodel (Maronga and
Bosveld, 2017), hereafter referred to as PALM-LSM, further
extends the surface parameterizations for impervious sur-
faces on the ground (pavements, roads) by replacing upper
soil layers with a pavement layer attributed with a specific
heat capacity and heat conductivity.

However, none of the included schemes are suited for
treating complex effects of the urban environment driven by
the diverse physical properties of different urban surfaces
(both horizontal and vertical), heat transfer within building
walls, and heat fluxes between the urban surfaces and the at-
mosphere. Also, the description of shortwave and longwave
radiation budgets including shading and multi-reflection be-
tween surfaces, as well as the absorption of radiation by plant
canopies, have not been treated by PALM so far. Therefore,
we developed the USM for PALM that is able to treat these
processes using approaches described in the following sec-
tion.

2 Urban surface model

In this section, the first version of the new USM for PALM is
described. The USM consists of a solver for the energy bal-
ance of all horizontal and vertical urban surface elements,
including building walls and roofs, as well as pavements.
The energy balance solver predicts the skin layer tempera-
ture, and it simultaneously calculates the near-surface turbu-
lent flux of sensible heat and the subsurface conductive heat
flux. The latter is calculated by means of a multi-layer model
predicting heat diffusion through solid material. Moreover,
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a multi-reflection radiative transfer model (RTM) for the ur-
ban canopy layer was developed, and coupled to the plant
canopy model in order to calculate realistic surface radiative
fluxes as input for the energy balance solver.

This first version of the USM was designed with the fo-
cus on modelling summer heat-wave episodes in built-up ur-
ban areas. The newly implemented methods hence concen-
trated on the most relevant processes for such conditions.
Limitations of the current version are e.g. no treatment of
reflective surfaces and windows; only a basic building en-
ergy model; simplification of some radiation-related pro-
cesses (see Sect. 2.2.1 for details); a missing plant-canopy
evapotranspiration model; and surfaces impervious to water.
Possible impacts of these limitations are discussed in Sect. 4.
Improvements of the USM and related PALM components
are subject to ongoing development within the PALM com-
munity.

2.1 Energy balance solver

The surface energy balance correlates radiative energy fluxes
with sensible and latent heat fluxes between the surface skin
layer and the atmosphere, as well as with the storage heat
fluxes into soil and walls. In this first PALM-USM version,
latent heat fluxes were omitted, since the purpose of this ver-
sion was to simulate heat-wave episodes in fully urbanized
areas. This limitation is discussed in Sect. 4.1. The energy
budget is expressed in the form

C0
dT0

dt
= Rn−H −G, (1)

where C0 and T0 are the heat capacity and temperature of
the surface skin layer, respectively, t is the time, Rn is the
net radiation, H is the turbulent sensible heat flux near the
surface, and G is the heat flux from the surface skin layer
into the ground or material (i.e. pavement, walls, roofs). The
list of all used symbols, their descriptions, and units can be
found in the Supplement in Table S1.

The calculation of the heat transfer H between the surface
skin layer and the air is based on the equation

H = h(θ1− θ0), (2)

where θ0 is the potential temperature at the surface and θ1
is the potential temperature of the air layer adjacent to the
surface; and h is the so-called heat flux coefficient, which
is parameterized for vertical surfaces according to Krayen-
hoff and Voogt (2007), while for horizontal surfaces the pa-
rameterization of h follows the default PALM-LSM formula-
tion based on Monin–Obukhov similarity theory (Obukhov,
1971). The latter involves the calculation of a local friction
velocity, for which stability effects are considered for hori-
zontal surfaces, while stability for vertical surfaces is treated
as neutral (i.e. law-of-the-wall scaling is used). The friction
velocity is used to calculate both the surface momentum flux
for each individual surface element and the coefficient h for
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Figure 1. (a) View factor calculation (2-D simplification); (b) direct
solar irradiation.

horizontal surface elements. The application of MOST for
finite-sized surfaces is debatable as the theory is based on
the assumption of horizontal homogeneity of the surface and
flow, which is violated in urban areas. However, for lack
of alternatives, it is the common modelling approach used
in all state-of-the-art surface parameterization schemes (e.g.
TUF-3D, Krayenhoff and Voogt, 2007; SUEWS, Järvi et al.,
2011). The use of MOST in PALM as a boundary condition
for buildings has been validated for neutral stratification by
Letzel et al. (2008) and Kanda et al. (2013). Moreover, Park
and Baik (2013) validated their LES results for non-neutral
stratification against wind-tunnel data.

The heat transfer between surface skin layer and subsur-
face layers follows the general formulation for the heat flux
G:

G=3(T0− Tmatter,1), (3)

where T0 is the temperature of the surface skin layer, Tmatter,1
is the temperature of the outermost layer of the material, and
3 is an empirical heat conductivity between the skin layer
and the first grid level in the material.

The heat transfer within the material layers is calculated
via the Fourier law of diffusion. This approach has been gen-
eralized for different material types of the pavements, walls,
and roofs, each structured into four layers; each layer of
each material is described by its own properties (thickness,
volumetric thermal capacity, and thermal conductivity). The
diffusion equation is solved numerically describing the heat
transfer from the surface into the inner layers. Boundary con-
ditions of the deepest layer are prescribed in the configu-
ration for particular types of surfaces and are kept constant
throughout the simulation. The flux G, calculated in the sur-
face energy balance model, serves as a boundary condition
for the outermost material layer.

All non-linear terms in Eq. (1) are linearized to avoid the
need for an iteration method to solve for the skin tempera-
ture (see Maronga and Bosveld, 2017). Equation (1) is then
solved by PALM’s default Runge–Kutta scheme. The near-
surface heat fluxes are evaluated based on the new prognostic
skin layer temperature.
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2.2 Radiative transfer model

2.2.1 General concept

The USM receives radiation from the standard PALM so-
lar radiation model at the top boundary of the urban canopy
layer. Depending on the chosen radiation module in PALM,
the separate direct and diffuse components of the downward
shortwave radiation flux may or may not be available. In the
latter case, a simple statistical splitting is applied based on
Boland et al. (2008). The USM then adds a description of ra-
diation processes in the urban canopy layer where multiple
reflections are considered.

Radiation processes are modelled separately for shortwave
(SW) and longwave (LW) radiation. Direct and diffuse SW
solar radiation along with the relative position of the Sun, as
well as the LW radiation from the atmosphere, is provided
by PALM’s solar radiation model. Thermal emission from
the ground, walls, and roofs is added as a source of long-
wave radiation. For each time step, radiation is propagated
through the 3-D geometry of the urban canopy layer for a fi-
nite number of reflections, after which all of the radiation
is considered fully absorbed by the surfaces. All reflections
are treated as diffuse (Lambertian), and in each reflection,
a portion of radiation is absorbed by the respective surface
according to its properties (albedo and emissivity). The urban
layer may contain an arbitrarily located plant canopy (trees
and shrubs) described by a 3-D structure of leaf area density
(LAD), which is treated as semi-opaque for the modelled SW
radiation and transforms the absorbed radiation to heat (see
Sect. 2.2.4).

Some radiation-related processes have been omitted in this
first version, including absorption, emission, and scattering
by air within the urban canopy layer, interaction of LW radi-
ation with plant canopy, and thermal capacity of plant leaves
(plant canopy is assumed to have the temperature of the sur-
rounding air). The effects of these simplifications are dis-
cussed in Sect. 4.

2.2.2 Calculation of view factors and canopy sink
factors

For the calculation of irradiation of each face4 from dif-
fuse solar radiation, thermal radiation, and reflected radia-
tion, mutual visibility between faces of both real surfaces and
virtual surfaces (top and lateral domain boundaries) has to be
known. It is calculated using a ray tracing algorithm. Since
this process is computationally expensive and hard to par-
allelize (as rays can travel through the entire domain which
is distributed on different processors), both the view factors
(SVF) and the plant-canopy sink factors (CSF) are precom-
puted during the model initialization. These factors can be

4A face is a unit of surface according to discretization by grid;
it is a boundary between a grid box with terrain/building and an
adjacent air-filled grid box.

saved to file and used for other simulations with the same
surface geometry, or for the calculation of the mean radiant
temperature (MRT) in the postprocessing.

For any two faces A and B with mutual visibility, the view
factor FA→B represents the fraction between that part of the
radiant flux from face A that strikes face B and the total radi-
ant flux leaving face A. For infinitesimally small areas of A
and B, a differential view factor F d

A→B can be written as

F d
A→B =

dFA→B
dA(B) =

cosθA cosθB
πs2 , (4)

where A(B) is the surface area of face B, θA and θB are the
angles between the respective face normals and the connect-
ing ray, and s is the separation distance (ray length) (Howell
et al., 2010); see Fig. 1a. Under the assumption that s is much
larger than the grid resolution, differential view factors are
precomputed for all mutually visible face centres and used in
place of view factors divided by target area. At the end, the
differential view factors are normalized such that the sum of
all normalized differential view factors with the same target
face (B) multiplied by source area equals 1:

F̂ d
A→B =

F d
A→B∑

A′F
d
A′→B

A(A′)
. (5)

If the view factors were known exactly, the sum∑
A′
FA′→BA(A′)

A(B) would equal 1 (from the reciprocity rule
A(A)FA→B =A(B)FB→A). Therefore, the normalization
guarantees that, in total, no radiation is lost or created by
simplification due to discretization. Since the part of face B’s
irradiance that comes from face A is computed as

Je,A→B = Ee,AA(A)F̂ d
A→B , (6)

where Ee,A is the radiosity of face A, we specifically pre-
compute and store the value of

SVFA→B =A(A)F̂ d
A→B (7)

which we call the irradiance factor. In case the ray tracing
algorithm encounters an obstacle (i.e. wall or roof), the view-
factor entry is not stored, indicating the absence of mutual
visibility between the two respective faces.

The equations above describe radiative fluxes before ac-
counting for plant canopy. For every ray that crosses a grid
box containing plant canopy (i.e. a partially opaque box),
a dimensionless ray canopy sink factor (RCSF) represents
the radiative flux absorbed within the respective grid box
normalized by the total radiative flux carried by the ray at
its origin. For a ray A→ B and a grid box C, the RCSF is
calculated as

RCSFC,A→B =

(
1−

∑

D

RCSFD,A→B

)
(
1− e−αaC sC

)
, (8)

where aC is the leaf area density of grid box C, sC is the
length of the ray’s intersection with box C, and α is the
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extinction coefficient. The sum in the first term represents
cumulative absorption by all plant-canopy-containing grid
boxesD that have already been encountered on the ray’s path
before reaching grid box C (Fig. 1a).

After the entire ray is traced, the total transmittance T of
the ray A→ B passing through plant canopy grid boxes C

TA→B = 1−
∑

C

RCSFC,A→B (9)

is stored along with SVFA→B . Later in the modelling, when
the radiant flux transmitted through SVFA→B is calculated,
it is multiplied by TA→B to account for the absorbed flux.

The actual radiant flux8e received by the grid box C from
the ray A→ B is equal to

8e,C,A→B = Ee,A ·SVFA→B ·A(B) ·RCSFC,A→B . (10)

The radiosity Ee,A of the source face is the only time-
dependent variable in this equation. Therefore, the rest of
this product can be precomputed during initialization, and
summed up per source face in the form of a canopy sink fac-
tor (CSF):

CSFC,A =
∑

B

SVFA→B ·A(B) ·RCSFC,A→B . (11)

CSF represents the ratio between the radiant flux absorbed
within plant canopy box C originating from face A and the
radiosity of face A.

2.2.3 Calculation of per-face irradiation

At each time step, the total incoming and outgoing radiative
fluxes of each face are computed iteratively, starting from
the first pass of radiation from sources to immediate targets,
followed by consecutive reflections.

In the first pass, the virtual surfaces (sky and domain
boundaries) are used as sources of radiation by representing
components of diffuse shortwave solar radiation and long-
wave radiation from the sky. At this point, the real surfaces
(wall facades, roofs, ground) are set to emit longwave radi-
ation according to their surface temperature and emissivity.
The precomputed view factors are then used to cast the short-
wave and longwave radiation from source to target faces.

Solar visibility has to be calculated for the quantification
of the direct part of shortwave solar radiation. The solar an-
gle is discretized for this purpose so that the solar ray always
originates from the centre of the virtual face at the top of the
urban layer or at lateral domain boundaries (see the real loca-
tion of the Sun vs. the discretized location (centre of face A)
in Fig. 1b). We have decided not to do the computationally
expensive ray tracing after the precomputation phase is over;
moreover, the total transmittance stored alongside the pre-
computed view factor (see Eq. 9) is readily available. If there
is no such view factor entry, it means that the discretized ray
path is blocked by a wall or roof and the target face receives

no direct solar irradiation. For the purpose of calculating the
actual amount of direct solar irradiation, an exact solar angle
is used, not the discretized one.

After the aforementioned first pass of radiation from
source to target surfaces has been computed, reflection is
applied iteratively. At each iteration, a fraction of each sur-
face’s irradiation from the previous iteration is reflected and
the remainder is considered absorbed. The reflected fraction
is determined by the surface’s albedo for shortwave radia-
tion and by the surface’s emissivity ε for longwave radiation,
where the longwave reflectivity results from (1− ε) accord-
ing to Kirchhoff’s law. The reflected part is then again dis-
tributed onto visible faces using the precomputed view fac-
tors. After the last iteration, all residual irradiation is consid-
ered absorbed. The number of iterations is configurable, and
the amount of residual absorbed radiation can be displayed
in the model output. In our experience, three to five iterations
lead to negligible residue.

2.2.4 Absorption of radiation in the plant canopy

The fraction of SW radiative flux absorbed by the plant
canopy is calculated for the first pass as well as for all the suc-
cessive reflection steps (these are described in Sect. 2.2.3).

For diffuse and reflected shortwave radiation, the amount
of radiative flux absorbed by each grid box with plant canopy
is determined using the precomputed CSF and radiosity of
the source face (i.e. reflected radiosity for a real surface or
diffuse solar irradiance for a virtual surface; see Eq. 10).

For the direct solar irradiance, the nearest precomputed ray
path from the urban-layer bounding box (represented by vir-
tual faceA in Fig. 1b) to the respective plant canopy grid box
C is selected similarly to the direct surface irradiation de-
scribed in Sect. 2.2.3. In case the grid box C is fully shaded,
no ray path is available. Otherwise, the transmittance of the
path is known. The absorbed direct solar flux for the grid box
C is equal to

8e,C = Ee,dir · TA→C ·

∫∫
b

(
1− e−αaCsb

)
db

A′C
, (12)

whereEe,dir is the direct solar irradiance and A′C is the cross-
sectional area of C viewed from the direction of the solar
radiation. The fraction in Eq. (12) represents the absorbed
proportion of radiative flux, averaged over each ray b that
intersects the grid box C, and is parallel to the direction of
the solar radiation; sb is the length of the intersection. Since
all grid boxes have the same dimensions, this fraction is pre-
computed based on the solar direction vector at the beginning
of each time step using discrete approximation.

Once the total absorbed radiative flux is known, it is stored
as plant canopy heat rate for the respective grid box. Since the
plant canopy is considered to have zero thermal capacity, all
of the heating power is applied immediately to the grid box’s
air volume.
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2.3 Anthropogenic heat

The prescribed anthropogenic heat is assigned to the ap-
propriate layer of the air, where it increases the potential-
temperature tendencies at each time step. This process takes
place after the surface energy balance is solved. The heat is
calculated from daily total heat released into any particular
grid box, and from the daily profile of the release specified
for every layer to which anthropogenic heat is released.

2.4 USM module integration into PALM

The USM was fully integrated into PALM, following its
modular concept, as an optional module, which directly uti-
lizes the model values of wind flow, radiation, temperature,
energy fluxes, and other required values. The USM returns
the predicted surface heat fluxes back to the PALM core,
where they are used in the corresponding prognostic equa-
tions. It also adjusts the prognostic tendencies of air accord-
ing to released anthropogenic heat.

Descriptions of real and virtual surfaces and their proper-
ties are stored in 1-D arrays indexed to the 3-D model do-
main. The crucial challenge of this part of the design is to
ensure an efficient parallelization of the code, including an
efficient handling and access of data stored in the memory
during the simulation. The values are stored locally in par-
ticular processes of the Message Passing Interface (MPI5),
corresponding to the parallelization of the PALM core. Nec-
essary access to values stored in other processes is enabled
by means of MPI routines, including interfaces for one-sided
MPI communication.

The configuration of the USM module is compatible with
other PALM modules. Variables for instantaneous and time-
averaged outputs of the USM are integrated into PALM’s
standard 3-D NetCDF output files, and they are configured
in the same way as the rest of the model output variables.
The configuration options as well as the structure of in-
put and output files are described in the Supplement to this
article. The Supplement also contains the list and descrip-
tion of needed surface and material parameters of urban sur-
faces, plant-canopy data, and anthropogenic-heat data. The
model PALM with its USM module is hereafter referred to as
PALM-USM, which is freely available under the GNU Gen-
eral Public License (see the Code availability section).

3 Evaluation and sensitivity tests of the USM

In order to evaluate how well the USM represents urban sur-
faces’ temperatures (of e.g. walls, roofs, and streets), a sum-
mer heat-wave observation campaign in an urban quarter of
Prague, Czech Republic, was carried out (see Sect. 3.1). By
means of PALM-USM, urban-quarter characteristics and the
campaign’s meteorological conditions were simulated (see

5http://mpi-forum.org

Sect. 3.2) and model results evaluated against the observa-
tions (see Sect. 3.3).

3.1 Observation campaign

The campaign was carried out at the crossroads of Děl-
nická street and Komunardů street in Prague, Czech Repub-
lic (50.10324◦ N, 14.44997◦ E; terrain elevation 180 ma.s.l.).
This location was selected in coordination with the Prague
Institute of Planning and Development as a case study area
for urban heat island adaptation and mitigation strategies.
This particular area represents a typical residential area in
a topographically flat part of the city of Prague with a combi-
nation of old and new buildings and a variety of other urban
components (such as yards or parking spaces). The streets
are oriented in the north–south (Komunardů) and west–east
(Dělnická) directions, roughly 20 and 16 m wide, respec-
tively. The building heights alongside the streets range ap-
proximately from 10 to 25 m. The area does not contain much
green vegetation and the majority of the trees is located in
the yards. The neighbourhood in the extent of approximately
1 km2 has similar characteristics to the study area (see the
aerial photo in Fig. 2).

Measurements were conducted from 2 July 2015,
14:00 UTC to 3 July 2015, 17:00 UTC. The timing of the
measurement campaign was chosen to cover a typical sum-
mer heat-wave episode.

3.1.1 Measurements

Wall and ground surface temperatures were measured by an
infrared camera – FLIR SC660 (FLIR, 2008). The thermal
sensor of the camera has a field of view of 24 by 18◦ and
a spatial resolution (given as an instantaneous field of view)
of 0.65 mrad. The spectral range of the camera is 7.5 to
13 µm, and the declared thermal sensitivity at 30 ◦C is 45 mK.
The measurement accuracy for an object with a temperature
between +5 and +120 ◦C, and given an ambient air temper-
ature between +9 and +35 ◦C, is ±1 ◦C, or ±1 % of the
reading. The camera offers a built-in emissivity-correction
option, which was not used for this study. Apart from the in-
frared pictures, the camera allows us to take pictures in the
visible spectrum simultaneously.

Observation locations are shown in Fig. 3, eight of them
(Nos. 1–7 and 9) representing temperature measurements of
the walls on the opposite side of the street, and one of them
(No. 8) representing the ground-temperature measurement
on the road. The camera was always placed on a tripod at
about 1.6 m above ground, with its orientation approximately
perpendicular to the opposite walls, at a distance of 14–18 m
depending on the street width. For scans of the ground, the
picture’s centre was viewed under an angle of about 15◦ (the
closest point was approx. 2 m away and the most distant point
30 m, resulting in view angles of 38 and 3◦, respectively).
Pictures in both the infrared and visible spectra were taken
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Figure 2. Aerial photo of the studied area.

Figure 3. Observation locations. Arrows depict the orientation of
the camera view. Url of the map: https://mapy.cz/s/12Qd8.

simultaneously, starting at observation location 1 every full
hour and continuing through observation locations 2, 3, etc.
This provided a series of 28 temperature snapshots per loca-
tion with an approximately 1 h time step. The exact record-
ing time of each picture was used for further processing and
evaluation of the model.

The pictures were further postprocessed. First, the infrared
pictures were converted into a common temperature scale
+10 to +60 ◦C. Second, the pictures were transformed to

overlap each other in order to correct for slight changes in
camera position between the measurements, as the camera
was carried from one location to another. Third, several eval-
uation points were selected for each view to cover various
surface types in order to evaluate the model performance un-
der different surface parameter settings (different surface ma-
terials and colours) and under different situations (fully ir-
radiated or shaded areas). That is, selected surface materials
comprised old and new plastered brick house walls as well as
modern insulated facades for vertical surfaces, and pavement
or asphalt for the ground observation location. With regard to
colours, the evaluation points were placed on both dark and
light surfaces, with special interest in places where light and
dark materials are located side-by-side, thus allowing one to
inspect different albedo settings under roughly the same ir-
radiance conditions. Some points were placed on wall areas,
which are temporarily (in the diurnal cycle) shaded by trees
or buildings, in order to test how the shading works in the
model.

Apart from infrared camera scanning, the air temperature
was measured once an hour at observation location 1 at the
edge of the pavement, about 2 m apart from the wall and 2 m
above ground, and not in direct sunlight. A digital thermome-
ter with an external NTC-type thermistor measuring probe
(resolution of 0.1 K and declared accuracy of 1 K) was used.
This on-site measurement did not meet requirements for the
standard meteorological measurement; therefore, we refer to
it as the indicative measurement later in the text.

Further meteorological data were acquired from the
official weather monitoring network, including stations
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Figure 4. Meteorological conditions from station Prague, Karlov, and spatially averaged traffic heat flux from 1 to 4 July. The shaded area
marks the time of the observation campaign.

Prague, Klementinum; Prague, Karlov; Prague, Kbely; and
Prague, Libuš. Station Prague, Klementinum (50.08636◦ N,
14.41634◦ E; terrain elevation 190 ma.s.l., 3 km away from
the crossroads of interest) was used as supplementation to
the on-site indicative measurement. The temperature at this
station is measured on the north-facing wall, 10 m above
the courtyard of the historical building complex, and it can
be used as another reference for the air temperature in-
side the urban canopy. Station Prague, Karlov (50.06916◦ N,
14.42778◦ E, 232 m a.s.l.; 4.3 km away), can be considered
representative for the city core of Prague as it is located in
the centre of the city. Station Prague, Kbely (50.12333◦ N,
14.53806◦ E, 285 m a.s.l.; 6.7 km away), is located at the bor-
der of the city and serves as a reference for regional back-
ground suburban meteorological conditions. Station Prague,
Libuš (50.00778◦ N, 14.44694◦ E, 302 ma.s.l.; 10 km away),
is located in the city suburb and it is the only station with
sounding measurements in the area. Radiosondes are re-
leased three times a day (00:00, 06:00, 12:00 UTC).

3.1.2 Weather conditions

The weather during the campaign was influenced by a high-
pressure system centred above the Baltic Sea. The mete-
orological conditions at Prague, Karlov station, are shown
in Fig. 4. Winds above rooftop were weak, mostly below
2.5 ms−1, and often as low as 1 ms−1 from easterly direc-
tions. The maximum measured wind speeds of 3–4 ms−1

were observed in the afternoons at the beginning and at the
end of the campaign. According to the atmospheric sounding,

a low-level jet from the south and south-east was observed
during the night, with a maximum wind speed of 10 ms−1

at 640 ma.s.l. (950 hPa) (not shown). The temperature ex-
ceeded 30 ◦C in the afternoons and dropped to 20 ◦C at night.
The sky was mostly clear with some clouds during the day-
time on 1 July and high-altitude cirrus forming in the morn-
ing and afternoon on 3 July. The highest values of relative
humidity occurred at night (65 %), dropping to 30 % during
the day. The time of the sunset was 19:15 UTC on 2 July
2015, and the time of sunrise and solar noon on 3 July was
02:58 and 11:06 UTC.

3.2 Model set-up and input data for USM

To assess the validity of the model formulation and its per-
formance in real conditions, the model was set up to simulate
the measured summer episode described in Sect. 3.1. The to-
tal simulation time span was 48 h, starting on 2 July 2015,
00:00 UTC.

3.2.1 Model domain

The horizontal size of the model domain was 376m× 226m
(see Fig. 2) at a resolution of 2.08m× 2.08 m. The verti-
cal grid spacing was 2.08 m within the first 50 m, and above
this level, a vertical stretching factor of 1.08 between two
adjacent levels was used with a maximum grid spacing of
20 m. The resulting total domain height was about 3.5 km.
The relatively small horizontal model domain was chosen
due to available data of surface parameters and to keep com-
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Figure 5. Initial vertical profile of potential temperature (θ ) as used
for initialization of PALM.

putational demands feasible. This poses some limitation to
the turbulence development during the daytime, where the
largest eddies usually scale with the height of the boundary
layer. These eddies could not be captured well with this con-
figuration. The effects of the limited horizontal size of the
domain on model results will be discussed in Sect. 4.

3.2.2 Boundary and initial conditions

Lateral domain boundaries were cyclic, which can be envi-
sioned as an infinite repetition of the simulated urban quar-
ter. This is a reasonable approximation, since the surrounding
area has similar characteristics to the model domain; thus,
the character of the flow can be considered similar. The bot-
tom boundary was driven by the heat fluxes as calculated by
the energy balance solver (see Sect. 2.1). At the top of the
domain, Neumann boundary conditions were applied for po-
tential temperature and relative humidity, while a Dirichlet
boundary was set for the horizontal wind. A weak Rayleigh
damping with a factor of 0.001 was applied to levels above
3000 m. The indoor temperature was fixed at 22 ◦C during
the entire simulation.

The initial vertical profile of potential temperature of air
was derived from the sounding measurement in the out-
skirts of Prague, Libuš station, from 2 July 2015, 00:00 UTC
(see Fig. 5). At midnight, a stable layer had developed near
the surface, extending to a height of about 300 m. Above,
a residual layer with slightly stable stratification ranged up
to the inversion at around 1900 m. The capping inversion had
a strength of about 5 K, with the stable free atmosphere aloft.
The temperature of walls, grounds, and roofs was initialized
from a 24 h spin-up simulation.

3.2.3 Large-scale forcing

To account for the processes occurring on larger scales than
the modelling domain but still affecting the processes in-
side the domain, the large-scale forcing option of PALM
was used. The effect of large-scale conditions is included
via geostrophic wind and large-scale advection tendencies
for temperature and humidity. The forcing quantities can de-
pend on both height and time while being horizontally ho-
mogeneous. Nudging of PALM quantities towards the large-
scale conditions was enabled for the free atmosphere lay-
ers with a relaxation time of 7 h. Inside the boundary layer
nudging was disabled. Large-scale forcing and nudging data
were generated based on a run with the WRF meso-scale
numerical weather prediction model (version 3.8.1, Ska-
marock et al., 2008). The WRF simulation domain cov-
ered a large part of Europe (−1.7–34.7◦ longitude, 41.4–
56.7◦ latitude; 9 km horizontal resolution, 49 vertical lev-
els). Standard physics parameterizations were used, includ-
ing the RRTMG radiation scheme, the Yonsei University
PBL scheme (Hong et al., 2006), a Monin–Obukhov simi-
larity surface layer, and the Noah land surface model (Tewari
et al., 2004). The urban parameterization was not enabled,
in order to avoid double counting of the urban canopy effect
which is treated by PALM-USM. The configuration of the
WRF model corresponds to the prediction system routinely
operated by the Institute of Computer Science of the Czech
Academy of Sciences.6

The output of the WRF model was compared to measure-
ments from the four Prague stations (see Sect. 3.1.1). The
overall agreement between the simulated values and the ob-
servations is reasonable and corresponds to long-term evalu-
ations done earlier. For the period of 1–5 July (see Fig. S1),
WRF shows a cold bias. The largest bias occurs in the ur-
ban Prague, Klementinum station (city centre), which is as
expected given the urban parameterization not being enabled
in the WRF model. On the other hand, the comparison with
Prague, Kbely station (closest background station to the area
of interest), shows only a small bias (see also the time series
in Fig. S2). Also, the comparison with vertical profiles of
temperature from Prague, Libuš station, shows good agree-
ment (see Fig. S3). Despite the slight cold bias of the WRF
simulation, we take the WRF-derived values as the best in-
puts available.

3.2.4 Surface and material parameters

Solving the USM energy balance equations requires a num-
ber of surface (albedo, emissivity, roughness length, ther-
mal conductivity, and capacity of the skin layer) and volume
(thermal capacity and volumetric thermal conductivity) ma-
terial input parameters. When going to such a high resolu-
tion as in our test case (∼ 2 m), the urban surfaces and wall
materials become very heterogeneous. Any bulk parameter

6http://medard-online.cz/
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setting would therefore be inadequate. Instead, we opted for
a detailed setting of these parameters wherever possible. To
obtain these data, a supplemental on-site data collection cam-
paign was carried out and a detailed database of geospatial
data was created. This includes information on wall, ground,
and roof materials and colours which was used to estimate
surface and material properties. Each surface is described
by material category and albedo. Categories are assigned to
parameters estimated based on surface and storage material
composition and thickness. The parameters of all subsurface
layers of the respective material were set to the same value.
The parameters C0 and3 (see Eqs. 1 and 2) of the skin layer
are inferred from the properties of the material near the sur-
face, which may differ from the rest of the volume. Parame-
ters associated with particular categories are given in Supple-
ment Table S2. A tree is described by its position, diameter,
and vertically stratified leaf area density. Building heights
were available from the Prague 3-D model, maintained by
the Prague Institute of Planning and Development.7 All de-
scriptions of surfaces and materials and their properties were
collected in GIS formats and then preprocessed into the USM
input files corresponding to the particular domain set-up.

3.2.5 Anthropogenic heat

Anthropogenic heat sources for our particular case are dom-
inated by heat from fuel combustion in cars (see also the dis-
cussion in Sect. 4). Based on Sailor and Lu (2004), we as-
sume the average heat release to be 3975 J per vehicle per
metre of travel. Traffic intensities and hourly traffic factors
are based on the annual traffic census data. The traffic in-
tensities vary for different arms of the crossroads and traffic
directions. The total count of vehicles passing through the
crossroads is 12 000 vehicles per day, and the intensity of
the busiest road (western arm of the west–east street) is 6000
vehicles per day. The heat produced by the cars along their
trajectories is released into the first model layer and spatially
distributed into the model grid cells that correspond to the
traffic lanes. Temporal distribution is done using prescribed
hourly factors. The time factors are the same for all traffic
lanes. Values of anthropogenic heat are 42 W m−2 on aver-
age (spatially and temporally), while the maximum value is
142 Wm−2 (busiest road arm, peak hour). Those values refer
to heat fluxes directly above the traffic lanes. The mean daily
traffic heat flux averaged over the entire domain is 2 Wm−2.
The daily course of the traffic heat release is plotted in Fig. 4.
It has been shown before that for this particular case (with
strong solar irradiance, high temperatures, and only moderate
traffic) the inclusion of anthropogenic heat from transporta-
tion does not result in a noticeable change in temperatures
and heat fluxes (Juruš et al., 2016).

7http://www.geoportalpraha.cz

Figure 6. Air temperatures obtained from PALM-USM for loca-
tion 1 in comparison to measured temperatures.

3.3 Evaluation of PALM-USM

First we compare the air temperatures from PALM-USM to
the measurements taken during the observation campaign.
Figure 6 shows the air temperature course calculated by the
PALM-USM at observation location 1 at 2 m above ground.
This temperature is compared to the indicative measurement
taken at the same place and also to automatic weather stations
Prague, Klementinum, and Prague, Kbely. The indicative
measurement together with station Prague, Klementinum,
represent the conditions inside the urban canopy, and as such,
the results of PALM-USM should correspond to those values.
Prague, Kbely station is plotted as a representative of the out-
skirts of the city. The UHI effect is clearly visible, especially
at night, when the temperature outside of Prague drops down
to 15 ◦C, while on the street level, it drops to 20 ◦C only.
This effect is less pronounced during the day, when the tem-
perature difference is only 2–3 ◦C. This reflects the known
fact that the UHI is basically a nighttime effect (Oke, 1982).
The street-level air temperature as simulated by PALM-USM
is in agreement with both measurements during the daytime
of 2 July, but starting from 21:00 UTC, the decrease in the
modelled temperature weakens, gradually leading to overes-
timations of up to 2 ◦C in the morning of 3 July.

The vertical structure of the potential temperature from
PALM-USM is shown together with radiosonde observations
from station Prague, Libuš, in Fig. 7. As this is a suburban
background station (10 km away), the profiles are not truly
comparable, especially near the surface, where effects of the
UHI are expected in the PALM-USM data. The Libuš profiles
are considered here mainly as a representation of the general
meteorological situation in the area of interest.

From Fig. 7 it is clearly visible that PALM-USM was able
to reproduce the diurnal temperature cycle of the boundary
layer reasonably well. During daytime, a convective bound-
ary layer (CBL) develops that reaches depths of about 2 km,
which is somewhat higher than the observed boundary layer,
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Figure 7. The vertical profiles of potential temperature modelled by PALM (solid line) and supplemented by radiosonde observations from
station Prague, Libuš (except for hour 18; dotted line). Displayed are profiles from 2 July, 06:00 UTC to 4 July, 00:00 UTC with a 6 h time
step.

particularly on 2 July (12:00 UTC). This can be attributed to
the higher amount of heat released by the surfaces of densely
built-up urban areas, as compared to the surfaces of subur-
ban regions where the radiosonde was released. Moreover,
it is visible that the potential temperature profile produced
by PALM-USM displays an unstable stratification through-
out the CBL on both days, while the observations show the
expected nearly neutral profile. We will later see that this is
an effect of the limited horizontal model domain that inhibits
the free development of the largest eddies and thus is limit-
ing the vertical turbulent mixing of warm air from the surface
and relatively cold air from above. The result is an unstable
layer with somewhat overly high near-surface temperatures.

During nighttime, a stable boundary layer developed in
both LES and observations (due to nocturnal radiative cool-
ing). As expected, this cooling is more rigorous in the (sub-
urban) measurements, so that the stable layer was able to
extend to heights of 500 m, whereas PALM-USM predicts
a stable layer of not more than 100 m vertical extent (see
00:00 UTC on 3 and 4 July). This result is in agreement with
what was already shown in Fig. 6 and is a known feature of
the UHI (Oke, 1982).

Figure 8a–c shows the temporal development of the turbu-
lence, which is here represented by the variance of vertical
velocity. The diurnal turbulence cycle is very clearly visible,
with maximum intensities of 1.4 m2 s−2 around noon located
in the well-mixed part of the boundary layer (Fig. 8c). Ide-
ally, it would show a clear maximum in the middle of the
boundary layer, but two processes avoid this. First, the ur-
ban canopy arranges the release of heat at different heights
above the ground surface, and second, the limited horizon-
tal model domain does not allow for a free development of
turbulence. Figure 8a further shows that the turbulence im-
mediately starts to decay after sunset, which is accompanied
by the development of a stable boundary layer near the sur-

face (not shown here). During nighttime, the turbulence fur-
ther decays and the maximum values of the variance reduce
to 0.3 m2 s−2. Due to the continuously heating urban surface
layer, however, turbulence is kept alive until the next morn-
ing (see also Fig. 8a).

Next, in order to assess how well the model is able to
model the energy transfer between material and atmosphere,
we compare modelled values to on-site measurements of sur-
face temperatures captured by the infrared camera. Here we
present results from five selected locations, chosen to cover
wall orientations to all cardinal directions and the ground: lo-
cation 3 (south-facing wall) in Fig. 9, location 4 (west-facing
wall) in Fig. 10, location 7 (north-facing wall) in Fig. 11, lo-
cation 9 (east-facing wall) in Fig. 12, and location 8 (ground)
in Fig. 13. Corresponding surface and material parameters
for all evaluation points can be found in Tables S2 and S3
in the Supplement. Results for all nine locations are also dis-
played in the Supplement (Figs. S4–S12). In general, PALM-
USM captures the observed daily temperature patterns very
well. The temperature values during the daytime are cap-
tured reasonably well, while the model slightly overestimates
nighttime temperatures.

Figure 9 shows a south-facing wall in the western arm
of the west–east street measured from location 3. We eval-
uated the model performance in four points. All points are
assigned the same material category (plastered brick wall;
see Tables S2 and S3). Points 1, 2, and 3 are on a surface
with the same colour, which is represented by an albedo of
0.2 in the model. Point 4 is placed on a surface of lighter
colour (albedo of 0.7). The lighter surface colour in point 4
results in a significantly lower measured peak temperature
of 6–9 ◦C less than in other points. The model correctly cap-
tures the lower temperature in point 4, although the modelled
maximum in point 4 is a bit higher than the measured max-
imum. The effect of different albedos can be seen in Fig. 13
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Figure 8. (a) Time–height cross section of the variance of the vertical velocity component (top), and vertical profiles of the same quantity at
two selected times: (b) 3 July 00:00 UTC and (c) 3 July 12:00 UTC (bottom).

for points 2, 3, and 4, too. The observation that the model
overestimates values at some evaluation points located in the
lowest parts of the buildings can also be made at other obser-
vation locations (see location 4, Fig. 10, point 1, or location
5, Fig. S8, point 1).

In Fig. 9, daytime temperatures of points 1 and 2 are cap-
tured quite well, while the model overestimates the temper-
ature in point 3. In reality, this point is shaded by an alcove
until 08:10 UTC (see the IR picture in Fig. S13) and thus it
is irradiated approximately 1 h later than point 1. As a con-
sequence, the increase in its temperature is delayed and the
reached maximum temperature is 4 ◦C lower than in point 1.
This facade unevenness is not resolved by the topography
model in PALM and it thus predicts the same values for
points 1 and 3.

Figure 10 shows the same comparison for a west-facing
wall in the southern arm of the north–south street mea-
sured from location 4. The temperature course in point 7
demonstrates the effect of surface shading by a tree that ob-

structs the solar radiation at this location between 13:10 and
14:50 UTC. This leads to a decrease in surface temperature
between 13:00 and 15:00 UTC, whereas the surface temper-
ature at the other points keeps increasing. This shading ef-
fect can also be seen in Fig. 12 for point 5, which is shaded
by a tree between 06:15 and 08:15 UTC. Both cases are cor-
rectly represented by the model. Another illustration of tree
shading is in Fig. S14.

The results for a north-facing wall in the eastern arm of
the west–east street are shown in Fig. 11. In contrast to other
walls, where daytime temperatures are captured quite well,
we can see that for north-facing walls the model systemat-
ically overestimates the surface temperature (the same be-
haviour can be observed at another north-facing wall ob-
served from location 2, Fig. S5). This effect emerges when
the opposite walls are fully irradiated by the Sun (Fig. 11,
08:00–14:00 UTC). The same observation can be made for
east-facing walls in the afternoon hours (Fig. S8, 12:00–
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Figure 9. Comparison of modelled and observed surface temperatures from observation location 3 (50.10354◦ N, 14.45006◦ E) – view of the
south-facing wall. The graph shows comparisons for selected evaluation points for the period of the observation campaign from 2 July 2015,
14:00 UTC to 3 July 2015, 17:00 UTC. The solid line represents modelled values, while the dots show the observed values. The shaded area
depicts nighttime and the yellow vertical line depicts solar noon.

Figure 10. As for Fig. 9 for location 4 (50.10288◦ N, 14.44985◦ E) – view of the west-facing wall.

15:00 UTC). The possible reason for this overestimation is
discussed later in Sect. 4.

Figure 12 shows the east-facing wall of the northern arm of
the north–south street. We can observe the effect of shading
by opposite buildings here. As the Sun rises and the shade
cast by opposite buildings moves downward in the morning,
the Sun gradually irradiates points 3 (from 04:45 UTC), 2
(from 05:40 UTC), and 1 (from 06:10 UTC). This is reflected
in observations and also in model results, although the mod-
elled temperature in point 3 starts to increase somewhat later
than the observed temperature at the same point due to the
discretized geometry of the buildings on the opposite side of
the street. The effect of the shading of east-facing walls dur-
ing the sunrise is further visible in Fig. 15.

Finally, Fig. 13 shows the measurement of the ground sur-
face temperature. The model captures the maximum values
well, which are higher for asphalt (points 2, 3, and 4) than
for paving blocks (points 1, 5, 6, and 7). The lower tem-
perature of the white crosswalk, represented in the model as
a one-grid-width belt with higher albedo, is reflected in the
model results as well. Also, the time when the temperature
starts to increase in the morning is captured with some minor
discrepancies, owing to the discretized representation of the
surrounding buildings.

Figure 14 shows a view of the surface temperatures for
the entire modelling domain on 3 July at 12:00 UTC, demon-
strating different heating of facades due to different surface
and material properties. As seen for all similarly irradiated

Geosci. Model Dev., 10, 3635–3659, 2017 www.geosci-model-dev.net/10/3635/2017/



J. Resler et al.: A new urban surface model 3649

Figure 11. As for Fig. 9 for location 7 (50.10329◦ N, 14.45040◦ E) – view of the north-facing wall.

Figure 12. As for Fig. 9 for location 9 (50.10354◦ N, 14.45006◦ E) – view of the east-facing wall.

surfaces (e.g. all south-facing walls), the different wall prop-
erties lead to differently warmed surfaces. Further, cool spots
resulting from shading by trees are clearly visible. This view
also demonstrates the effect of transforming the real urban
geometry into the regular modelling grid. The detailed view
of east-facing walls in the north–south street in the morning
of 3 July is shown in Fig. 15. This picture shows surface tem-
peratures after the sunrise at 06:00 and 08:00 UTC. The view
displays the effects of shading by buildings on the opposite
side of the street as well as the thermal inertia of the material
and the impact of different material properties.

3.4 Sensitivity tests

3.4.1 Sensitivity to the dynamics of surface heat fluxes

In order to show the effect of dynamically calculated sur-
face heat fluxes that are derived by the USM depending on
given material properties, we performed another simulation
with disabled USM (PALM noUSM). In order to make both
simulations comparable, they need to be based on the same
energy input. This is achieved by prescribing a homogeneous
surface heat flux to all surfaces (ground, roof, wall) in the
noUSM set-up, with this heat-flux value derived from the
original USM simulation as the average over all surfaces in
the entire domain in the target time. Simulation parameters
in the noUSM simulation were set to values of the original
USM set-up from the selected period. The noUSM simula-
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Figure 13. As for Fig. 9 for location 8 (50.10340◦ N, 14.45007◦ E) – view of the ground on the crossroads.

Figure 14. Modelled surface temperatures for the entire domain on 3 July at 12:00 UTC. Green areas represent vegetation (trees).

tion ran for 5 h to reach a quasi-steady state. Figure 16 shows
the horizontal cross section of the time-averaged (1 h) ver-
tical velocity at 10 m a.g.l. Figures correspond to simulation
time 3 July at 14:00 UTC, when west- and south-facing walls
were fully irradiated and heated up by the Sun. The wind
above the roof top was north-west and its strength was about
2 ms−1. In the PALM-noUSM case, a typical vortex per-
pendicular to the street axis in the west–east oriented street
and in the southern part of the south–north oriented street
was formed. In the reference case, however, the non-uniform
heat flux was heating the air on the south- and west-facing
walls, changing the strength of the street vortex. This effect is
more intensely pronounced in the southern arm of the north–
south oriented street where the strong vortex observed in case
PALM-noUSM has significantly weakened. In Fig. 17 it be-
comes evident that the entire flow circulation pattern within

this street arm had changed, leading to a change in the vortex
orientation.

The accurate prediction of the canyon flow is an essen-
tial prerequisite, among others, for the accurate prediction of
pollutant concentrations at street level and their vertical mix-
ing. Our results – in line with previous studies – show that
an interactive surface scheme is a crucial part of the urban
modelling system and alters the canyon flow significantly.

3.4.2 Sensitivity to material parameters

Gathering of properties of individual materials and surface
types is a challenging task. For our case, materials were cate-
gorized, and representative parameters were assigned to each
category. The only exception is the albedo which was set in-
dividually for each particular surface based on surface colour.
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Figure 15. Modelled surface temperatures of the east-facing walls in the north–south street after the sunrise on 3 July at 06:00 UTC (top)
and 08:00 (bottom) UTC.

Figure 16. Horizontal view of modelled vertical velocity (1 h average) at 10 ma.g.l. on 3 July, 14:00 UTC. (a) presents a stationary simulation
without USM with constant surface heat fluxes and (b) the reference simulation with USM enabled.

The uncertainty of the input parameters is high, though. In
order to estimate related uncertainties of model results, a se-
ries of simulations was performed where one parameter was
changed per simulation. The tests included the increase and
decrease in albedo, the thermal conductivity of both the ma-
terial and the skin layer, and the roughness length of the sur-
face. The albedo was modified by ±0.2 and all other param-
eters were adjusted by ±30 % of their respective value. The
sensitivities of the surface temperature at selected locations
and evaluation points are presented in Fig. 18. The largest
changes in model output are generally observed during day-
time. The model behaves according to the physical meaning
of the parameters: decreased roughness lowers turbulent ex-
change of heat between the surface and air, leading to the
increase in surface temperature when the air is colder, which
is usually the case in our simulation. A decrease in rough-
ness to 70 % leads to the increase in temperature by up to
4 ◦C. A decrease in thermal conductivity leads to more in-
tense heating of the surface when the net heat flux is positive

(usually during daytime) and to less intense cooling when it
is negative (usually during night). The decrease in the albedo
leads to higher absorption of SW radiation and an increase
in the surface temperature during daytime. The sensitivity of
the modelled surface temperature can reach up to 5 ◦C.

This sensitivity analysis shows that even moderate changes
in the wall material properties can lead to differences in the
surface temperatures of a few degrees Celsius. As mentioned
in Sect. 3.3, we observe an overestimation at some evalua-
tion points located at the lower parts of the buildings (loca-
tion 3, point 4; location 4, point 1; location 5, point 1). We
hypothesize that a possible reason can be that walls at lower
parts of buildings can be built from different material than
the upper floors. In that case the thermal conductivity used
in the model would be different than its true value. This can
be the possible explanation for some discrepancies between
model and observation. On the other hand, some discrep-
ancies (e.g. overestimation of temperatures on north-facing
walls) are systematic and they can probably be attributed to
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Figure 17. Wind field. Simulation without USM with prescribed surface heat fluxes (a) and with USM (b). View from the southern border
of the domain towards the crossroads.

Figure 18. The sensitivity of PALM-USM to changes in surface and material parameters: (a) for the west-facing wall measured from
location 1 for evaluation point 1, (b) for the ground measured from location 8 for evaluation point 3, and (c) for the east-facing wall
measured from location 9 for evaluation point 5. ref is the reference run; other lines correspond to the increase (dashed line) and decrease
(solid line) in the respective parameters with respect to the reference run: albedo was increased/decreased by 0.2, thermal conductivity of
materials and skin surface layer (conductivity) was increased/decreased by 30 %, and so was the roughness length (roughness). Obs is the
measurement in the evaluation point.

some limitation of the set-up, or the model itself. Some pos-
sible reasons are discussed in Sect. 4.

4 Discussion

The deficiencies in the model’s description of reality and
the discrepancies against observations may arise from limita-
tions, simplifications, and omissions within the model itself
and from limited exactness, representativity, and appropriate-
ness of the model set-up.

4.1 Limitations of the model

The USM and its radiative transfer model (RTM) assume
only a diffuse reflection and do not treat windows. In our
configuration, specular reflection can play a role for glossy
surfaces like flagstones and glass. Windows also transmit

part of the radiation into the building and only the rest is
absorbed by the glass itself. Examples of IR camera observa-
tions of the south-facing wall taken from location 6 at 01:08,
10:08, and 13:17 UTC are shown in Fig. S15. The effective
temperature of the window is usually lower by several K to
a few tens of K compared to the surrounding wall. Since
this is not captured by the model, the longwave radiative
flux emitted from those walls can be overestimated. The ap-
proximate calculation for the area captured by these IR pho-
tos shows that average heat fluxes of the wall with windows
are lower by 7 Wm−2 (01:08 UTC), 27 W m−2 (10:08 UTC),
and 25 Wm−2 (13:17 UTC), as compared to the wall without
windows. The difference in the average effective tempera-
ture of the wall is 1.5, 4, and 3.5 K, respectively. As men-
tioned in Sect. 3.3, the model overestimates the temperature
of north-facing walls. Since the modelled net radiation on the
north-facing walls ranges from −20 Wm−2 during night up
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to 70 Wm−2 during the day, and since the opposite walls rep-
resent about one-third to half of the visible area, these differ-
ences are not negligible and may be responsible at least partly
for the overestimation of the surface temperature of north-
facing walls. This suggests that an extension of the USM by
a proper window model is very desirable.

The RTM also simulates only a finite, configured number
of reflections. After that, the remainder of reflected irradiance
is considered fully absorbed by the respective surface. The
amount of absorbed residual irradiance is available among
model outputs and it can be used to find an optimum number
of reflections until the residual irradiance is negligible. The
optimum setting depends on the albedo and emissivity of the
surfaces. In our set-up, the residual irradiance was below 1 %
of the surface’s total at most surfaces after three reflections,
and it was negligible after five reflections.

The current version of the RTM model does not simu-
late absorption, emission, and scattering of radiation in the
air within the urban canopy layer; thus, it is not suitable for
modelling of situations with extremely low visibility like fog,
dense rain, or heavy air pollution. However, under clear air
conditions and in an urban set-up where typical distances of
radiatively interacting surfaces are of the order of metres or
tens of metres, these processes are negligible8. Most of the
solar radiation’s interaction with the atmosphere happens on
the long paths from top of atmosphere to ground and during
the interaction with clouds, i.e. above the urban layer, where
the method of modelling of these processes depends on the
selected solar radiation model in PALM.

The USM is currently coupled to PALM’s simple clear-sky
radiation model, which provides only limited information on
sky longwave radiation, and it does not provide air heating
and cooling rates. This limitation will be overcome in the
near future when the USM will be coupled to the more ad-
vanced RRTMG model in PALM.

Shading by plant canopy is only modelled for shortwave
radiation; in the longwave spectrum, the plant canopy is con-
sidered fully transparent. Typical daily maxima of SW ra-
diative fluxes (mostly from direct solar radiation) are much
higher than maxima of LW fluxes. Moreover, much of the
LW heat exchange is compensated when surfaces are near ra-
diative equilibrium. Therefore, for the LW shading by plant
canopy to cause significant changes in the heat fluxes, two
conditions must occur simultaneously: the plant canopy and
the affected surface have to occupy a large portion of each
other’s field of view (e.g. a large and dense tree close to
a wall); and the temperature of the plant canopy, the affected
surface, and the background field of view have to differ sig-
nificantly (e.g. the wall is under direct sunlight and the plant
canopy is shaded or cooled by convection).

8Using MODTRAN (Berk et al., 2014) for a clean-air sum-
mer urban atmosphere, transmissivity for 10 µm radiation (i.e. peak
wavelength of black-body radiance at 300 K) per 1 km of air is ap-
proximately 0.85, which equals 0.998 per 10 m.

To illustrate the amount of affected heat flux, let us pro-
pose a simple realistic scenario where these effects are very
strong. Let us have two opposing walls, each occupying 50 %
of the other’s field of view (without regard for plant canopy),
and let us add a row of trees directly between the walls,
blocking 30 % of the mutual radiative exchange between the
walls. Let the temperature of the ambient air, one of the walls,
and the plant canopy be 300 K, and let the other wall heat to
320 K due to strong direct sunlight.

Under these conditions, the cool wall would be receiving
68 Wm−2 of excess total radiative flux (absorption minus
emission) due to the opposing wall being hotter. The hot wall
would be losing the same excess total flux due to the oppos-
ing wall being cooler, both when not accounting for shading
by plant canopy. With the plant canopy, the cool wall would
only be receiving 41 Wm−2 of excess total flux from the op-
posing wall and the remaining flux of 21 Wm−2 would be
absorbed by the plant canopy. The hotter wall would experi-
ence the same radiative cooling as without plant canopy.

With regard to our test scenario, we accepted the simpli-
fication, considering that the demonstrated omission would
affect only a few spots in the modelled domain. Modelling
of LW interaction with plant canopy is planned for the next
version of the model.

Plant leaves are treated in the USM as having zero ther-
mal capacity and a similar temperature to the surrounding
air. Any radiation absorbed by leaves directly heats the sur-
rounding modelled air mass. In reality, plant leaves are thin,
they have a large surface area, and they readily exchange
heat with air. This simplification is common among radia-
tive transfer models (see e.g. Dai et al., 2003) and it is also in
accordance with the current implementation of the non-urban
plant canopy model in PALM.

Evapotranspiration of the plant canopy is not modelled and
surfaces are considered impervious to water. Generally, these
are important processes which will be accounted for in the
upcoming versions of the model. The importance of evapo-
transpiration and latent heat grows with the modelled pro-
portion of vegetation. The measurements in Grimmond and
Oke (1999) – specifically in Table 2, p. 925 – show that in
their case, latent heat flow vs. net radiation ratio ranged from
4 % in the downtown area (similar to the streets in our test
case) up to 37 % in the suburban area with a high fraction of
vegetation. In our case, however, street surfaces are covered
by asphalt or granite paving blocks with gaps filled by as-
phalt. Only a part of the pavements in the north–south street
that are paved with limestone blocks can be considered per-
vious to water to a larger extent. There are only a few trees
in the streets, concentrated mostly in the north–south street,
and their treetops are not very dense (Figs. 12 and 10). More-
over, the last precipitation before the observation campaign
was recorded in Prague on 29 June (0.3 mmday−1). There-
fore, it can be expected that the neglect of these processes
will not have large effects on the evaluation presented in this
article.
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Figure 19. As for Fig. 7 for the idealized simulation with an enlarged domain (see Sect. 4).

N

Figure 20. Comparison of the duration of the model run and the time spent in the chosen subprocesses of the model (a) and detailed
comparison of parts of the USM model (b). Meaning of data series: “no USM” the run of PALM with USM switched off, “USM no canopy”
the run with USM with no plant canopy, “USM canopy” run with USM and plant canopy, and “USM canopy 2” the same run with the model
configuration option usm_lad_rma turned off. Meaning of items: total – total CPU time of the model run; time_steps – time spent in time
stepping; progn_equations – evaluation of all prognostic equations; pressure – pressure calculation; usm_init – initialization routines of USM;
usm_radiation – calculation of the USM radiation model; usm_rest – remaining USM processes (particularly energy balance and material
thermal diffusion); usm_calc_svf – calculation of SVF and CSF; usm_calc_svf_rma – time spent with one-sided MPI communication. The
set-up of the model corresponds to the set-up described in Sect. 3.2 with a reduced number of layers to 81.

4.2 Appropriateness of the presented set-up

One of the potential issues of the set-up is the model do-
main’s horizontal size. The CBL height reached values of
up to 2000 m during daytime (see Fig. 7). It is well known
that the largest structures in a CBL scale with the height of
the boundary layer, and they typically form hexagonal cel-
lular patterns. In this context, the chosen horizontal model
domain is too small to resolve these structures. We must
thus expect that the largest turbulent eddies were not able
to freely develop during daytime. Nevertheless, the feedback
of these eddies onto the surface–subsurface continuum can

be regarded as small. This is supported by our recent experi-
ences using the PALM-LSM system for a dry bare-soil con-
figuration (work in progress, not shown). Moreover, as we
have seen in Sect. 3.3, the simulated skin temperatures com-
pare well with observations and do not display significant
fluctuations at turbulent timescales.

However, we have seen that the vertical profiles of poten-
tial temperature display an unusual unstably stratified shape
during daytime. To estimate the possible influence of the do-
main extent on the mean vertical profiles, an idealized simu-
lation was performed. The horizontal grid size was increased
by a factor of 10 to 20.8 m, while all the rest of the set-up was
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kept unchanged. This artificially increased the simulation do-
main to a horizontal extent of 3760 m×2260m, without hav-
ing to increase the number of computational grid points. The
topography of this domain is not fully comparable with the
original domain as the street width is 10 times larger and
the ratio of the sizes of individual grids also differs from the
original set-up. Nevertheless, it can indicate the overall char-
acteristics of the set-up with a large domain. Vertical profiles
of potential temperature from this simulation are shown in
Fig. 19. Compared to Fig. 7 we can see that the unstable
stratification that was observed at 12:00 UTC and reached
up to 1.5 km changed to near-neutral conditions in the large-
domain simulation, corresponding to well-mixed boundary
layer conditions. Based on this finding, we must be aware of
the fact that the formation of the largest turbulent eddies was
inhibited by the small model domain, but that they are es-
sential for the efficient vertical transport of heat. While this
is no problem for RANS-type models, where all turbulent
eddies are parameterized, it imposes a limitation for the ap-
plication of LES models in urban areas, as one has to ensure
that the horizontal model domain is at least the size of the
boundary-layer depth and thus will require enormous com-
putational resources. However, one of the methods to over-
come this problem is already under way. This is the two-way
nesting system for urban applications that has already been
implemented in PALM and allows for use of finer grid spac-
ings in areas of special interest while having coarser grids in
the surroundings.

Another limitation of the set-up is the fixed indoor tem-
perature. The studied simulation spans only over 2 days with
similar summer weather conditions. Considering the heat ca-
pacity of walls, the influence of changes in the indoor temper-
ature can be regarded as small for the presented simulation.
This issue could be more important for long-term simula-
tions.

Gathering information about the detailed structure of the
walls in the entire domain constitutes a significant challenge.
For practical reasons, the material of every particular wall is
considered homogeneous in our simulation. Thus, the ther-
mal conductivity of the sandwich structure of insulated walls
is not well represented, as well as the structure of pavements
and streets. The conductivity of the entire wall structure can
be substituted by the average conductivity with no effect to
the long-term average heat flux going through the wall. How-
ever, layers of walls described by the same average parame-
ters can actually have different thermal capacities and con-
ductivities, resulting in different thermal dynamics. This can
partially influence the shape of the surface temperatures in
affected places.

Anthropogenic heat sources were limited to traffic in our
test case. Other potentially significant anthropogenic sources
can be heat emissions from buildings. Considering that the
period of interest is in the summer, the relevant processes
would be air conditioning, which however is not common in
this part of the city.

When evaluating model results, the uncertainty of the mea-
surements must also be taken into account. In our case, the
measurements are affected by not using the emissivity cor-
rection option of the IR camera, and by possible reflections,
mainly in the case of horizontal surfaces. For this reason,
only those points where the influence of reflections was sup-
posed to be negligible were considered for evaluation.

The presented evaluation of the model is limited to a spe-
cific city district and meteorological condition. However,
since the model is based on general formulations, it should
be applicable for arbitrary configurations of fully urbanized
areas. Concerning the meteorological set-up, we suppose that
the model with its current limitations is yet suitable for repre-
senting the urban surface–atmosphere interactions under me-
teorological conditions where the omitted processes do not
play a significant role. Model limitations will be resolved in
the future PALM-USM versions, which will be validated ac-
cordingly for a wider range of meteorological conditions and
surface types. A key factor for a successful validation is good
knowledge of these conditions and the properties of all urban
surface elements.

5 Computational aspects

The correct functionality and computational efficiency of the
implementation of USM was verified in various environ-
ments. The tested configurations varied in processor type (In-
tel9, AMD10), compiler (GNU11, PGI12, Intel13), implemen-
tation of MPI (MVAPICH214, IMPI15), and other aspects.
The comparison presented in this chapter was performed on
the Salomon supercomputer16 with Intel C and Fortran com-
pilers and Intel MPI (2016 versions for all). The set-up of the
model corresponds to the set-up described in Sect. 3.2 with a
decreased number of vertical layers to 81 and 1-day simula-
tion extent to get a reasonable computational time also for a
smaller number of MPI processes.

Figure 20a shows the comparison of the total CPU time
of the model run and the CPU time needed for particular
chosen subroutines. Almost all of the total time is spent on
time stepping. The direct expense of the USM can be split
into three parts: the time spent in initialization routines of
the USM at the start of the model run, the time needed for
calculation of the urban radiation model, and finally the time
of remaining USM processes, particularly the energy balance
and the material thermal diffusion. The total increase in the
calculation time with the USM switched on is about 25 %

9https://ark.intel.com/
10http://www.amd.com/en-us/products/processors
11https://gcc.gnu.org/
12http://www.pgroup.com/
13https://software.intel.com/en-us/intel-compilers
14http://mvapich.cse.ohio-state.edu/
15https://software.intel.com/en-us/intel-mpi-library
16https://docs.it4i.cz/salomon/introduction
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T

Figure 21. Comparison of the calculation time spent in model PALM-USM and in its chosen parts for various numbers of cores. Model
configuration and the meaning of items is the same as in Fig. 20; additionally, usm_calc_svf_rest shows the difference usm_calc_svf–
usm_calc_svf_rma and usm_calc_svf2 depicts usm_calc_svf in the case of the run with option usm_lad_rma set to false.

Figure 22. Effectiveness of the parallelization of the chosen subroutines: (a) simulation with plant canopy, (b) without plant canopy. The
meaning of the items is the same as in Fig. 21.

(29 % with plant canopy). However, the direct USM calcu-
lation cost presents only about 2 % (4 % with plant canopy)
of the total calculation time. The rest of the increase can be
attributed to the raised turbulent flow which results in a de-
creased time step. Figure 20b shows the detailed compari-
son of USM processes. The initialization time of the USM is
dominated by the calculation of SVF and CSF and about half
of this calculation is spent with one-sided MPI communica-
tion in the case of the run with a plant canopy. The utilization
of one-sided MPI routines can be avoided by distributing the
global leaf area density (LAD) array into all MPI processes
by setting the model configuration parameter usm_lad_rma
to false, which reduces the time spent in the USM initializa-
tion process and markedly improves the scaling behaviour.

The effectiveness of the parallelization has been tested for
a number of MPI processes in the range from 18 to 324 for
simulation length 24 h and the results are shown in Figs. 21
and 22. Figure 21 compares the CPU time needed for cal-
culation of the whole PALM-USM model and its chosen in-
dividual parts. Figure 22a and b show the effectiveness of
the parallelization relative to a run with 18 processes for
simulation with and without calculation of plant canopy, re-
spectively. The graphs suggest that time-stepping routines
usm_radiation and usm_rest scale similarly to calculation of
the pressure, which is the most time-consuming individual
process of the PALM model. The calculation of SVF during
the initialization phase scales excellently in the tested range
according to Fig. 22b. Scaling of the calculation of CSF is
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on a par with the whole PALM model for configuration with
the LAD array distributed into all processes (Fig. 22a, item
usm_calc_svf2), while scaling of the usm_calc_svf is lim-
ited by latency of one-sided MPI operations implemented by
an Infiniband RMA backend (Fig. 21, usm_calc_svf_rma).
(Note that the run with 18 processes fits into one node of the
computational cluster and all MPI communication is done
through a shared memory backend in our set-up.) On the
other hand, it also suggests that the computation of CSF can
scale well when the computational domain is extended. How-
ever, the testing domain is relatively small and additional
tests with larger domains are needed to extract deeper in-
sight into the performance and scaling of PALM-USM. The
first tests with the domain extent over 3 km suggest that the
scalability of the present version of RTM is limited by grow-
ing memory requirements, particularly by the growth of the
number of SVF and CSF. This issue will be solved in the next
version of RTM.

6 Conclusions

The new model of energy processes in urban environments
was developed and integrated into the PALM model as an
optional module. The USM utilizes meteorological values
calculated by PALM, and it provides sensible heat fluxes as
boundary conditions for the atmospheric flow. In this paper,
we described the technical details of the USM formulation.
Moreover, a first evaluation against data from a measure-
ment campaign in Prague, Czech Republic, was performed,
as well as basic sensitivity tests to material parameters. The
results are generally in good agreement with observations for
our test case. In particular, the evaluation incorporated a de-
tailed comparison of the simulated building wall and street
surface temperatures with IR camera measurements. The re-
sults showed that the diurnal variation of the surface tem-
perature was very well captured except for the north-facing
walls, where the temperatures were overestimated by up to
3 ◦C. A similar overestimation was also found on some other
walls during nighttime hours. These differences can be at-
tributed to inaccurate description of the urban parameters
such as heat capacity and conductivity of the wall material
as well as to some limitations of the current version of the
model and model set-up, e.g. no window model implementa-
tion.

Uncertainties due to the sensitivity to the setting of mate-
rial parameters were estimated in a suite of simulations alter-
ing three basic parameters: albedo (±0.2), thermal conduc-
tivity, and roughness length (both ±30 %). The results show
that the tested albedo variation generally induces the largest
changes in surface temperatures (up to ±5 ◦C). The overall
magnitude of changes confirms that the proper setting of ma-
terial parameters is crucial for the application of the model in
real-case simulations.

For tested configurations, the USM shows very moder-
ate computational demand in the context of the other PALM
components.

Addressing the current limitations of the USM is a subject
of current and future development inside the PALM commu-
nity. Major changes to the current USM version will involve
the implementation of a tile approach to account for win-
dows and green roofs/walls. An energy balance solver for
trees will be added in order to explicitly predict the turbulent
fluxes of sensible and latent heat from leaves. Also, the wall
model will be coupled to an indoor climate and energy de-
mand model, which predicts the indoor temperature, but also
the energy demand of the buildings, including anthropogenic
waste heat emissions from the buildings due to heating and
air conditioning. Furthermore, the scalability of the urban ra-
diative transfer model will be rigorously enhanced to allow
for use of larger computational grids. The USM will be cou-
pled to the RRTMG radiation model to improve the radiation
input at the top of the urban layer. Finally, the USM will be
coupled with the PALM-LSM, which allows one to represent
processes related to latent heat (evaporation, transpiration)
and urban areas that exhibit larger areas of parks and per-
vious surfaces compared to the present test case. Many of
these actions are work in progress within the framework of
the MOSAIK project.

Despite the current limitations, the PALM-USM model
provides a new useful tool for climatology studies of urban-
ized areas, and has been successfully used to simulate urban
development scenarios for the city of Prague.

Code availability. The USM code is freely available and it is dis-
tributed under GNU General Public License v317. Its source code
is a part of PALM and it has been available for download from
the PALM web page18 via the SVN server19 since PALM revision
2008. The particular version used for computation of the simula-
tions presented in this article is available in branch “resler”, revi-
sion 2325. This branch version also includes a simple air pollution
model.

The Supplement related to this article is available
online at https://doi.org/10.5194/gmd-10-3635-2017-
supplement.
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Abstract. In recent years, the PALM 6.0 modelling system
has been rapidly developing its capability to simulate phys-
ical processes within urban environments. Some examples
in this regard are energy-balance solvers for building and
land surfaces, a radiative transfer model to account for mul-
tiple reflections and shading, a plant-canopy model to con-
sider the effects of plants on flow (thermo)dynamics, and a
chemistry transport model to enable simulation of air qual-
ity. This study provides a thorough evaluation of modelled
meteorological, air chemistry, and ground and wall-surface
quantities against dedicated in situ measurements taken in an
urban environment in Dejvice, Prague, the Czech Republic.
Measurements included monitoring of air quality and mete-
orology in street canyons, surface temperature scanning with
infrared cameras, and monitoring of wall heat fluxes. Large-
eddy simulations (LES) using the PALM model driven by
boundary conditions obtained from a mesoscale model were
performed for multiple days within two summer and three
winter episodes characterized by different atmospheric con-
ditions.

For the simulated episodes, the resulting temperature,
wind speed, and chemical compound concentrations within
street canyons show a realistic representation of the observed
state, except that the LES did not adequately capture night-
time cooling near the surface for certain meteorological con-
ditions. In some situations, insufficient turbulent mixing was

modelled, resulting in higher near-surface concentrations. At
most of the evaluation points, the simulated surface temper-
ature reproduces the observed surface temperature reason-
ably well for both absolute and daily amplitude values. How-
ever, especially for the winter episodes and for modern build-
ings with multilayer walls, the heat transfer through walls
is not well captured in some cases, leading to discrepancies
between the modelled and observed wall-surface tempera-
ture. Furthermore, the study corroborates model dependency
on the accuracy of the input data. In particular, the tempera-
tures of surfaces affected by nearby trees strongly depend on
the spatial distribution of the leaf area density, land surface
temperatures at grass surfaces strongly depend on the ini-
tial soil moisture, wall-surface temperatures depend on the
correct setting of wall material parameters, and concentra-
tions depend on detailed information on spatial distribution
of emissions, all of which are often unavailable at sufficient
accuracy. The study also points out some current model limi-
tations, particularly the implications of representing topogra-
phy and complex heterogeneous facades on a discrete Carte-
sian grid, and glass facades that are not fully represented in
terms of radiative processes.

Our findings are able to validate the representation of
physical processes in PALM while also pointing out specific
shortcomings. This will help to build a baseline for future de-
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velopments of the model and improvements of simulations of
physical processes in an urban environment.

1 Introduction

A majority of the world’s population live in large cities (55 %
as of 2018), and this percentage is expected to grow (UN,
2019). At the same time, global climate change, especially
global temperature increases, will influence nearly every nat-
ural ecosystem and human society, with potentially severe
impacts worldwide. Thus, the high level of attention cur-
rently being paid to the impact of climate change on urban
areas is amply justified and is supported by many impor-
tant studies and reports of global standing (IPCC, 2014a, b).
This intensifying urbanization has heightened the awareness
that control of the microclimate in the urban environment,
which can reduce heat stress and prompt other general envi-
ronmental improvements, is crucial for the well-being of city
inhabitants (Mutani and Fiermonte, 2017). The problem of
increased heat stress in urban areas as a consequence of what
has become known as the urban heat island (UHI) is, there-
fore, of direct concern to municipal authorities, who are well
aware that the physical well-being of their inhabitants is vital
to the well-being of the whole city. Moreover, the UHI effect
is often followed by secondary processes, such as air quality
issues. Researchers have responded to, or anticipated, such
concern and the requirement for modelling of urban climate
processes, and several small-grid-scale models and frame-
works for numerical climate modelling have recently been
developed (Geletič et al., 2018).

The health and well-being of the urban population is in-
fluenced by the conditions of the urban environment. The lo-
cal microclimate, exposure to pollutants, and general human
comfort depends strongly on the local conditions driven by
the urban environment. The turbulent flow, exchange of latent
and sensible heat, and radiative transfer processes play an im-
portant role in the urban microclimate and need to be consid-
ered in modelling approaches. The implementation of impor-
tant microclimate processes (e.g. turbulence, heat fluxes and
radiation) in street-level-scale models is typically partially
or fully parameterized. The most exhaustive approach con-
sists of a group of computational fluid dynamics (CFD) mod-
els. The explicit simulation of turbulent flow is computation-
ally demanding; thus, various techniques have to be adapted
to make calculations feasible, usually based on limiting the
range of the length scales and timescales of the turbulent flow
to be resolved.

This study uses the PALM model system 6.0 (Maronga et
al., 2020), which is an atmospheric modelling system. The
core of the system contains model dynamics based on the
LES (large-eddy simulation) and RANS (Reynolds-averaged
Navier–Stokes) techniques with additional modules for mod-
elling of various atmospheric processes (e.g. interaction of

the atmosphere with the Earth’s surface or cloud micro-
physics). This system core is complemented by a rich set of
PALM-4U (PALM for urban applications) modules related
to the modelling of physical phenomena relevant for urban
climate, such as the interaction of solar radiation with ur-
ban surfaces and with urban vegetation, sensible and latent
heat fluxes from the surfaces, storage of heat inside build-
ings and in pavements, or dispersion and chemical reaction of
air pollutants (see Maronga et al., 2020). The first version of
the PALM urban components represented the urban surface
model (PALM-USM) which has been validated using data
from a short experimental campaign in the centre of Prague
(Resler et al., 2017). The new set of modules in PALM is
more general and is divided according to the physical pro-
cesses that they cover. The most relevant for urban climate
are the land surface model (LSM), the building surface model
(BSM), the radiative transfer model (RTM), the plant-canopy
model (PCM), and the chemistry transport model (CHEM).
The human biometeorology module (BIO) then allows the
evaluation of the impact of simulated climate conditions on
the human population.

Validation of the urban model requires a dataset of mea-
surements of the urban meteorological and air quality con-
ditions, the properties of the urban canopy elements, and
the energy exchange among parts of the urban canopy. Sev-
eral campaigns of comprehensive observations and measure-
ments of the urban atmospheric boundary layer, covering
more than one season, have been done in the past: the Basel
UrBan Boundary Layer Experiment (BUBBLE) dataset con-
taining observations from Basel is specifically targeted for
validation of urban radiation models, urban energy-balance
models, and urban canopy parameterizations (Rotach et al.,
2005); MUSE (Montreal Urban Snow Experiment) is aimed
at the thermoradiative exchanges and the effect of snow cover
in the urban atmospheric boundary layer (Lemonsu et al.,
2008); and the CAPITOUL (Canopy and Aerosol Particles
Interaction in TOulouse Urban Layer) project (Masson et al.,
2008) is aimed at the role of aerosol particles in the urban
layer.

Results of urban measurement campaigns have already
been used for the validation of several micrometeorological
models, models of radiative transfer, and microscale chemi-
cal transport models. Microscale model validation causes dif-
ficulties due to the high heterogeneity of the urban environ-
ment and the modelled variables, uncertainty in the detailed
knowledge of urban canopy properties, and local irregular-
ities caused by domain discretization. Important examples
of such validation studies have been published by Qu et al.
(2013), Maggiotto et al. (2014), and Toparlar et al. (2015).
These validation studies most frequently analyse RANS-type
micrometeorological models. Early examples of LES valida-
tion studies that include thermal conditions within cities were
presented by Nozu et al. (2008) and Liu et al. (2012). Due to
our previous experience with a limited validation of surface
temperatures simulated by the PALM model (Resler et al.,
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2017), the aim of this study was to design a comprehensive
experiment for model validation, including air velocity, air
pollution, and surface temperature analysis. The focus on the
collection of detailed temporally and spatially localized ob-
servations in various urban canopy and meteorological con-
ditions was dictated by the intention to use these observations
to assess the performance of the newly developed or updated
PALM modules: RTM, BSM, LSM, PCM, and CHEM. This
focus of the study also complied with its additional purpose,
which was assessment of the utility of the PALM model per-
formance for detailed urban studies (Geletič et al., 2021).

These considerations influenced the selection of the study
area. The Dejvice quarter is an urbanized area typical of oth-
ers in Prague and similar central European cities with various
types of urban environment. Further, the realization of the
street-level observation campaign was technically and orga-
nizationally easier in this area than in areas such as the his-
torical centre of Prague. Moreover, this area represents one
of the pilot areas for urban adaptations studies carried out in
cooperation with the Prague municipality and their organi-
zations (e.g. Prague Institute of Urban Planning and Devel-
opment). Their interest in the results of this study and their
plans for subsequent modelling studies of urban heat island
and air quality adaptation and mitigation strategies for this
quarter also influenced our selection of this area.

Section 2 gives a detailed overview of the observation
campaign, followed by a description and an evaluation of the
numerical set-up in Sects. 3 and 4. In Sect. 5 results from the
numerical experiment and the observation campaign are pre-
sented and compared. Finally, Sect. 6 closes with a summary,
outlines the current limitations of the model, and gives ideas
for future improvements.

2 Observation campaign

The observation campaign was designed with two main aims:
(1) to evaluate PALM’s capability, with its newly developed
or improved thermal capability from the radiative transfer
model (RTM), land and building surface modules (LSM and
BSM respectively), and plant-canopy model (PCM), to re-
produce surface temperatures; (2) to evaluate its capability to
reproduce pollutant concentrations and meteorological quan-
tities in different types of street canyons, with special focus
on the impact of trees located in streets on both types of quan-
tities. The campaign was carried out in a warm part of the
year (10–23 July 2018 – further referred to as the summer
campaign) and a cold part of the year (23 November–10 De-
cember 2018 – further referred to as the winter campaign).
Measurement locations are shown in Fig. 1, and the measure-
ments themselves are described in Sect. 2.3.1–2.3.5. More
details on the campaign are available in ČHMÚ (2020).

2.1 Study area

The study area is located in the north-west centre of Prague,
the capital city of the Czech Republic. The position and a
map of this area are presented in Fig. S1 in the Supple-
ment. This figure also marks the extent of the PALM mod-
elling domains; for more information about model domain
set-up, see Sect. 3.1. The study area includes complex ter-
rain that is mainly located in the western part of the outer
domain (further referred as the parent domain), with an alti-
tude ranging from 175 to 346 m above sea level. The altitude
variability in the inner domain (further referred as the child
domain) is up to 30 m (see Fig. S2). The observations were
located inside the child domain (blue square in Fig. S2). This
is a densely built-up area with specific conditions created
by the roundabout (Vítězné náměstí) in combination with
west–east-oriented (Evropská–Čs. armády) and north–south-
oriented (Jugoslávských partyzánů–Svatovítská) boulevards.
The eastern and southern parts of the child domain repre-
sent a typical historical residential area in Dejvice, Prague,
with a combination of old and new buildings and a va-
riety of other urban components, such as gardens, parks,
and parking places. The north-west quarter is home to the
larger buildings of the Czech Technical University campus.
The south-western and north-eastern parts of the domain are
more sparsely built-up by family houses. Location-specific
features include green intra-blocks with gardens and trees,
usually with pervious ground surfaces; Prague historic cen-
tre usually has impervious intra-blocks. The building heights
alongside the streets range from approximately 20 to 30 m,
with the highest building in the domain being 60 m. Both
boulevards are approximately 40 m wide and contain little
green vegetation, except for Jugoslávských partyzánů Street
which has some broadleaf trees that are about 20 m high. The
majority of the trees are located in the intra-blocks and parks.
The land cover map of the study area, based on the Urban At-
las 2012 geodatabase, is shown in Fig. S3.

2.2 Validation episodes and synoptic situation

2.2.1 Summer campaign

The summer observation campaign ran for 2 weeks from
10 to 23 July 2018 (see Table S2 in the Supplement), from
which two shorter episodes were selected for model simu-
lations: 14–16 July (e1) and 19–23 July (e2). Synoptically,
for most of the summer campaign, the weather was influ-
enced by a high-pressure ridge over central Europe between
an Icelandic low and an eastern European low-pressure sys-
tem. Daily maximum temperature as measured at the Praha-
Karlov (WMO ID 11519) station was below 30 ◦C for the
entire period, with the exception of 21 July when the max-
imum temperature reached 31.2 ◦C. The beginning of the
period was partially cloudy, mostly with altostratus clouds
which formed in the morning and early afternoon on 19 July.
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Figure 1. Map of measurement locations. Orthophoto was provided by the Web Map Service (WMS) of the Czech Office for Surveying,
Mapping and Cadastre (ČÚZK, 2020). For more information about the point location (longitude, latitude etc.), see Table S1.

The period between the afternoon of 19 July and late after-
noon on 21 July was mostly clear with cirrus clouds. The end
of the campaign was cloudy, mostly with low-level cumulus.
The mid-episode (19 July 2018) solar parameters were as fol-
lows: sunrise at 03:13 UTC, sunset at 19:02 UTC, and solar
noon at 11:08 UTC.

2.2.2 Winter campaign

The winter part of the observation campaign lasted from
24 November to 10 December 2018 (see Table S3 in the
Supplement), and for the purposes of model validation,
three episodes were selected: 24–26 November (e1), 27–
29 November (e2), and 4–6 December (e3). Weather was in-
fluenced by a typical late-autumn synoptical situation with
westerly flow and low-pressure systems as well as a series of
fronts separated by two anticyclonic events (27–29 Novem-
ber and 5 December). During the campaign, several occluded
frontal passages were recorded in Prague: 24 and 30 Novem-
ber, and 2, 3, 4 and 6 December, with rainfall on 30 Novem-
ber (4.3 mm at Praha-Ruzyně station; WMO ID 11518) and
2 and 3 December (9.8 and 3.6 mm at Praha-Ryzyně sta-

tion). Average daily temperatures ranged from −4 ◦C on
29 November to 9 ◦C on 3 December. Average daily wind
speed was around 3 ms−1, except for 26 November when it
reached 4.4 ms−1 and 4–6 December with daily values of
4.8, 6.0 and 5.7 ms−1. The diurnal solar radiation parameters
in Prague on 1 December 2018 were as follows: sunrise at
06:39 UTC, sunset at 15:02 UTC, solar noon at 10:51 UTC.

2.3 Observed quantities and equipment used

2.3.1 Infrared camera measurements

Surface temperature measurements by an infrared (IR) cam-
era were carried out during 2 d (45 h total) of the sum-
mer and 3 d (50 h total) of the winter campaigns (see Ta-
bles S2 and S3). Measurements were taken at 12 loca-
tions shown in Fig. 1 approximately every 60–80 min. At
each location, several directions were chosen, and usu-
ally two snapshots capturing horizontal (ground) and ver-
tical (wall) surfaces were taken in each direction. We use
the following nomenclature hereafter: <location_number>-
<direction_number>_H/V. For example 02-1_H means im-
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age of the ground taken from the second location in the first
direction. In every image, a few evaluation points (EPs) la-
belled by numbers were chosen, and temperature time series
were extracted. The particular point at which modelled and
observed values are compared is then referred to, for exam-
ple, as 02-1_H3. In total, the observation campaign gathered
time series of surface temperature for 66 ground and 73 wall
EPs, representing various surface types, in order to evalu-
ate model performance under different surface parameter set-
tings such as different surface materials and conditions.

Temperature was measured by the FLIR SC660 (FLIR,
2008) – the same camera used in Resler et al. (2017). As
in this article, the camera’s thermal sensor field of view is
24◦× 18◦ and the spatial resolution (given as an instanta-
neous field of view) is 0.65 mrad. The spectral range of the
camera is 7.5 to 13.0 µm, and the declared thermal sensitivity
at 30 ◦C is 45 mK. The measurement accuracy for an object
with a temperature between 5 and 120 ◦C given an ambient
air temperature between 9 and 35 ◦C is±1 ◦C, or±1 % of the
reading. The camera offers a built-in emissivity-correction
option, which was not used for this study. Apart from the in-
frared pictures, the camera allowed us to simultaneously take
pictures in the visible spectrum.

Where possible, pictures were processed semi-
automatically as described in Resler et al. (2017). This
processing requires the presence of four well-defined
points in each picture, which are used to correct for
changes in camera positioning between measurements as
the camera was rotated around locations. Pictures that did
not allow for semi-automatic processing (mostly ground
images) were handled manually, and temperatures were
extracted by the FLIR Tools v5.13.18031.2002 software
(https://www.flir.eu/products/flir-tools/, last access: 28 June
2021). Examples of semi-automatic and manually processed
images are shown in Fig. S4.

Surface temperature measured by the FLIR SC660 was
compared with the data from heat flux measurements at
Sinkule house captured by the heat flux measuring sys-
tem TRSYS01 (see Sect. 2.3.2). The results are shown in
Fig. S5. The IR camera generally gives higher values than
the TRSYS01 system (instantaneous measurements are com-
pared with 10 min averages): in summer, ground floor tem-
peratures are on average 1 ◦C higher (difference range 0.0–
2.8 ◦C), and first floor temperatures are on average 0.1 ◦C
higher (range of differences between −2.0 and +1.3 ◦C); in
winter, the ground floor temperatures are on average 2.1 ◦C
higher (difference range 0.5–3.5 ◦C), and first floor temper-
atures are on average 1 ◦C higher (range of differences be-
tween −0.6 and +2.0 ◦C).

2.3.2 Wall heat flux measurements

Heat fluxes through the building facade and windows were
measured by the high-accuracy building thermal resistance
measuring system TRSYS01 equipped with two HFP01 heat

flux plates and two pairs of thermocouples (TCs). The op-
erating temperature range of the HFP01 plates and TCs is
−30 to +70 ◦C. The declared sensitivity of temperature dif-
ference measurements between the inner and outer sides of
the wall is 0.02 ◦C, and the heat flux measurement resolu-
tion is 0.02 Wm−2. The calibration uncertainty of HFP01
plates is ±3 % (Hukseflux, 2020). Heat fluxes were mea-
sured through the north-east-facing wall of Sinkule house
and through the north-facing wall and window of the build-
ing in Zelená Street (Fig. 2). The position of the sensors on
both buildings is shown in Fig. S6. Silicone glue was used
to attach the sensors to the outside wall on the first floor of
Sinkule house during the winter campaign. Otherwise, sen-
sors were mounted using two-sided carpet tape.

Sinkule house was built before World War II, and its walls
are made of construction blocks. The ground floor wall is
34 cm thick without insulation, and the facade is made of ce-
ramic tiles. The wall of the first floor is 41 cm thick, including
6 cm thick polystyrene insulation on the outer side. The fa-
cade surface is scratched plaster with scratches of 1–2 mm
depth (see Fig. 2).

The house in Zelená Street is a typical representative of
buildings in the area, with walls that are also made of con-
struction blocks. The wall thickness at the measurement lo-
cation was approx. 30 cm with 2.5 cm lime-cement plaster on
the inner and outer sides of the wall. Heat flux measurement
through the window was not used in PALM validation and,
therefore, is not described here.

A quality check measurement was done at the beginning of
the summer campaign – sensors were placed side-by-side on
the first floor of Sinkule house between 19 July, 17:40 CEST,
and 20 July, 12:00 CEST. The absolute difference of the fa-
cade surface temperature was 0.0–1.5 ◦C with a median value
of 0.1 ◦C. The absolute difference of measured heat fluxes
was 0.0–2.1 Wm−2 with a median value of 0.6 Wm−2.

2.3.3 Vehicle observations

Air quality and meteorological measurements in the street
canyons were obtained by two monitoring vehicles, which
were shuttled periodically among the three locations marked
using green squares in Fig. 1. One location was in Ju-
goslávských partyzánů Street (Jug. p. Street), an approx.
42 m wide boulevard with sparse trees. The two remaining
locations were in the 25 m wide Terronská Street, one next
to Bubeneč house and the other next to Orlík house. Near
Bubeneč house, there are full-grown broadleaf trees with
crowns covering the whole street. Broadleaf trees near Or-
lík house are smaller and their crowns cover a maximum of
two-thirds of the street canyon. Buildings at all locations are
approx. 25 m high. Pictures of the measurement locations
are shown in Fig. S7. The observations were organized so
as to provide information about air quality and meteorologi-
cal conditions at the three locations and also to compare the
eastern and western sides of the street canyons. Each mon-
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Figure 2. Details of heat flux sensor and thermocouple mounting. The left panel shows the first floor of Sinkule house, the centre-left panel
shows the ground floor of Sinkule house, the centre-right panel shows the inner temperature sensor on the ground floor of Sinkule house, and
the right panel shows Zelená Street. For the Sinkule house and Zelená Street locations, see Fig. 1.

itoring vehicle remained at a particular location for at least
2 whole days (see Tables S2 and S3). Based on our own
traffic census from 4–6 December 2018, the total workday
load on Terronská Street past Bubeneč house is 7700 vehi-
cles, which is approximately 44 % of the traffic intensity in
Jug. p. Street The number of small trucks (60) in Terronská
Street is only 20 % of that in Jug. p. Street, and the number of
buses (20) is only 2 % of the number in Jug. p. Street. There
was only one large truck per day noted in Terronská Street,
compared with approx. 80 in Jug. p. Street. Apart from the
street canyon measurements, one stationary monitoring vehi-
cle was located in the courtyard of Sinkule house throughout
the whole campaign to provide the urban background mete-
orological and air quality values.

The vehicles in the street canyons were equipped with
analysers of NOx , NO2, NO, O3, SO2, CO, PM10, PM2.5,
and PM1 measured at the top of the vehicle roof (approx.
4.6 m). Calibrations of all air quality analysers were per-
formed during transfer between locations to eliminate loss
of data during parallel measurements. Meteorological vari-
ables measured included wind speed and direction, as well
as turbulent flow characteristics measured by the METEK 3D
ultrasonic anemometer on a meteorological mast at a height
of about 6.8 m above the ground (to fit under the tree crowns
in Terronská Street next to Bubeneč house). In addition to
the above-mentioned variables, air temperature, relative hu-
midity, global radiation, and atmospheric pressure were mea-
sured at the top of the vehicle roof (approx. 4.6 m). Wind
and turbulent flow characteristics measured by the METEK
anemometer had a 10 min resolution, while the remaining
variables were recorded at 1 min resolution. For further anal-
ysis and PALM evaluation, 10 min averages of measured
variables were used. Both vehicles also had a video camera
placed at the front windscreen. These recordings were then

used for detailed time disaggregation of traffic emissions at
the measurement location and for calibration of an automatic
counting system (see Sect. 3.4).

The vehicle in Sinkule house courtyard measured the same
variables with the same time resolution except for the fol-
lowing differences: PM1, PM2.5, and turbulence characteris-
tics were not measured; wind speed and direction were mea-
sured by the GILL 2D WindSonic anemometer at the stan-
dard height of 10 m.

2.3.4 Mobile measurements

On selected days of the measurement campaigns, to get
more detailed information on air quality in the child domain,
mobile measurements using a dedicated monitoring vehicle
were made (12, 18, 19 July, 26 November, and 4 Decem-
ber). This vehicle travelled between the locations shown in
Fig. 1, stopping and measuring at each of them for 5 min.
Two loops were made on every measurement day. On 19 July,
only one loop among locations 3, 6, and 15–17 was made,
with measurements taken over 15–20 min. The vehicle was
equipped with NOx , NO2, NO, O3, SO2, CO, PM10, PM2.5,
and PM1 analysers. Starting from the second measurement
on 17 July, a GARNI 835 weather station was used for an in-
dicative measurement of temperature, wind, and relative hu-
midity. Some measurements were not available on particular
days – details are given in Tables S2 and S3.

2.3.5 Higher-level observations

To get information about higher levels, the observation cam-
paign used two other measurement platforms. The first was a
stationary measurement of wind flow on the top of the high-
est building in the child domain (approx. 60 m high). A 2D
anemometer was installed on the flat roof of the Faculty of
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Civil Engineering of the Czech Technical University – (FSv;
see Fig. 1). The anemometer was positioned approximately
in the middle of the highest roof section, 2 m above the flat
roof top. The location was the same in the summer and win-
ter campaigns. Measurement frequency was 1 s, and 10 min
averages were used for further evaluation. The second was
a measurement of vertical profiles in the lowest part of the
atmosphere by drone. Originally, two 1 d drone observation
campaigns were scheduled. Due to administrative restric-
tions, the summer drone observations were not realized and
the winter ones had to be moved from the centre of the child
domain to the location marked in Fig. 1. Additionally, the
maximum flight altitude had to be limited to 80 m above the
ground. The drone was equipped with the GRIMM portable
laser aerosol spectrometer and Dust Monitor Model 1.108
and a HC2A-S probe from ROTRONIC for temperature and
relative humidity measurements (ROTRONIC, 2020). Unfor-
tunately, the probe showed a longer than expected relaxation
time which meant that the observation instruments were not
able to stabilize quickly enough during the descent. Recalcu-
lation of particle counts to mass concentration was also bur-
dened with large errors. The results obtained were not reli-
able enough to be used for PALM validation, but temperature
and relative humidity profiles are provided in the Supplement
(Figs. S8, S9).

2.3.6 Standard CHMI observations used for validation

Relevant standard CHMI1 meteorological and air quality
measurements were used for the evaluation of WRF (Weather
Research and Forecasting) and CAMx (Comprehensive Air-
quality Model with Extensions) simulations which provided
initial and boundary conditions for PALM, as described in
Sect. 3.3. This evaluation is presented in Sect. 4. WRF ver-
tical profiles were evaluated against the upper air sound-
ings from Praha-Libuš (WMO ID 11520) station located in
a southern suburb of Prague, 11 km from the centre of the
PALM child domain. A radiosonde is released every day at
00:00, 06:00, and 12:00 UTC. For the evaluation of global ra-
diation, two meteorological stations were selected: (1) Praha-
Libuš and (2) the Praha-Karlov (WMO ID 11519) station sit-
uated in a densely built-up area nearer the centre of Prague
approximately 4 km from the PALM child domain. PM10 and
NOx concentrations from the CAMx model were compared
with measurements from automated air quality monitoring
stations. Only the five background stations closest to the
PALM child domain were used. Station locations are shown
in Fig. S10. More detailed information about the stations is
given in Tables S4 and S5.

Observations from the Praha-Ruzyně station (WMO ID
11518) situated at Prague airport approximately 9 km west
of the centre of PALM domain were used to evaluate WRF

1Czech Hydrometeorological Institute (https://chmi.cz, last ac-
cess: 26 July 2021) is the official national meteorological service in
the Czech Republic.

wind speed and, in conjunction with the campaign wind mea-
surements on the FSv building roof, the modification of wind
speed by the orography and buildings and how PALM cap-
tures this effect.

3 Model simulation set-up

3.1 PALM model and domains configuration

The PALM model system version 6.0 revision 4508
(Maronga et al., 2015, 2020) was utilized for this valida-
tion study. It consists of the PALM model core and compo-
nents that have been specifically developed for modelling ur-
ban environments. The PALM model core solves the incom-
pressible, filtered, Boussinesq-approximated Navier–Stokes
equations for wind (u, v, w) and scalar quantities (poten-
tial temperature, water vapour mixing ratio, passive scalar)
on a staggered Cartesian grid. The sub-grid-scale terms that
arise from filtering are parameterized using a 1.5-order clo-
sure by Deardorff (1980) with modifications following Mo-
eng and Wyngaard (1988) and Saiki et al. (2000). Buildings
and orography are mapped onto the Cartesian grid using the
mask method (Briscolini and Santangelo, 1989), where a grid
cell is either 100% fluid or 100% obstacle. The advection
terms are discretized by a fifth-order scheme after Wicker
and Skamarock (2002). For temporal discretization, a third-
order low-storage Runge–Kutta scheme (Williamson, 1980)
is applied. The Poisson equation is solved by using a multi-
grid scheme (Maronga et al., 2015).

The following are the urban-canopy-related PALM mod-
ules employed in this study. The land surface model (LSM,
Gehrke et al., 2020) was utilized to solve the energy bal-
ance over pavements, natural surfaces, and water bodies.
The building surface model (BSM, called USM in previous
versions and in Resler et al., 2017) was used to solve the
energy balance of building surfaces (walls and roofs). The
BSM was configured to utilize an integrated support for mod-
elling of fractional surfaces (Maronga et al., 2020). Dynamic
and thermodynamic processes caused by resolved trees and
shrubs were managed by the embedded plant-canopy model
(PCM). Radiation interaction between resolved-scale vege-
tation, land surface, and building surfaces was modelled via
the radiative transfer model (RTM; Krč et al., 2021). Down-
welling shortwave (SW) and longwave (LW) radiation from
the upper parts of the atmosphere, which were used as bound-
ary conditions for the RTM, were explicitly prescribed from
the stand-alone Weather Research and Forecasting model
(WRF; see Sect. 3.3 for details) simulation output for the
respective days, rather than being modelled by, for exam-
ple, the Rapid Radiation Transfer Model for Global Mod-
els (RRTMG). This way, effects of mid- and high-altitude
clouds on the radiation balance were considered in the sim-
ulations. It is important to note that by not using RRTMG
some physical processes were missed, such as vertical diver-
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gence of radiation fluxes leading to heating/cooling of the
air column itself; these may become especially important at
night-time. However, sensitivity tests with RRTMG applied
revealed that the effect on night-time air temperature was
negligible in our simulations. In addition to the meteorolog-
ical quantities, the embedded online chemistry model (Khan
et al., 2021) was applied to model concentrations of NOx ,
PM10, and PM2.5. Chemical reactions were omitted in this
case to simulate purely passive transport of the pollutants.

Both self-nesting and online nesting features of PALM
were utilized. Self-nesting means that a domain with a finer
resolution can be defined inside a larger domain, and this sub-
domain (child domain) receives its boundary conditions from
the coarse-resolution parent domain at every model time
step. Here, a one-way nesting without any feedback from
the child simulation on the parent simulation (Hellsten et al.,
2021) was applied. The coarse-resolution parent simulation
itself received its initial as well as lateral and top bound-
ary conditions from the simulations of the WRF mesoscale
model transformed to a PALM dynamic driver (see Sect. 3.3).
This process is hereafter referred to as mesoscale nesting
(Kadasch et al., 2020). The values of the velocity compo-
nents, potential temperature, and values for the mixing ratio
at the lateral and top boundary were updated at every model
time step, while linear interpolation in time was used to in-
terpolate between two WRF time steps. The WRF solution
was mapped fully onto the boundaries starting at the first grid
point above the surface; boundary grid points that lie below
the surface were masked and were not considered further. As
the mesoscale model does not resolve turbulence, turbulence
was triggered at the model boundaries using an embedded
synthetic turbulence generator (STG) according to Xie and
Castro (2008), which imposed spatially and temporally cor-
related perturbations every time step onto the velocity com-
ponents at the lateral boundaries. For additional details on
PALM’s mesoscale nesting approach, we refer to Kadasch et
al., 2020.

The initial and boundary concentrations of modelled pol-
lutants of the parent domain were taken from simulations of
the CAMx model (Comprehensive Air-quality Model with
Extensions; see Sect. 3.3). For more detailed information
about the PALM model, embedded modules, and the PALM-
4U components, see Maronga et al. (2020) and the associated
papers in this special issue.

The locations of the parent and child modelling domains
are shown in Fig. S1. The parent domain extends horizon-
tally by 4 km×4 km in the x and y directions respectively,
with an isotropic grid spacing of 10 m. The vertical z direc-
tion is covered by 162 layers for summer and 82 layers for
winter simulations respectively. The vertical grid spacing is
10 m for the lower 250 m of the domain. Above 250 m, when
the height was well above the building-affected layer, the ver-
tical grid was successively stretched up to a maximum ver-
tical grid spacing of 20 m in order to save computational re-
sources. The domain top is at 2930 m for summer and 1330 m

for winter simulations respectively. This extent safely covers
the convective layer with a sufficient buffer. We note that the
10 m resolution of the parent domain is sufficient to explicitly
resolve the majority of the buildings and trees (see Figs. S11
and S12 in the Supplement); thus, no additional parameteri-
zation of the urban canopy is needed. The child domain ex-
tent is 1440× 1440× 242 m3 in the x, y, and z directions
respectively, with an isotropic grid spacing of 2 m.

Parent and child domains were initialized by vertical pro-
files of u, v, w, potential temperature and mixing ratio, and
soil moisture and soil temperature, transformed from WRF
simulations (see Sect. 3.3). As the initial soil and wall tem-
peratures from a mesoscale model are only a rough estimate
due to its aggregated nature, the PALM spin-up mechanism
was applied (Maronga et al., 2020). During a 2 d spin-up,
the atmospheric code was switched off and only the LSM
and BSM as well as the radiation and RTM model were exe-
cuted. Using this method, the material temperatures were al-
ready close to their equilibrium value and significant changes
in material temperatures at the beginning of the simulation
were avoided.

3.2 Urban canopy properties

Data availability, their harmonization, and cost/efficiency
trade-offs often need to be considered (Masson et al., 2020).
For solving the energy-balance equations as well as for radi-
ation interactions, BSM, LSM, and RTM require the use of
detailed and precise input parameters describing the surface
materials such as albedo, emissivity, roughness length, ther-
mal conductivity, thermal capacity, and capacity and ther-
mal conductivity of the skin layer. Also the plant canopy
(trees and shrubs) is important, as it affects the flow dy-
namics, heating, and evapotranspiration as well as radiative
transfer within the urban environment. Urban and land sur-
faces and subsurface materials become very heterogeneous
in a real urban environment when going to very fine spa-
tial resolution. Any bulk parameterization for the whole do-
main setting would, therefore, be inadequate. Instead, a de-
tailed setting of these parameters was supplied wherever pos-
sible. To obtain the needed detailed data, a supplemental on-
site data collection campaign was carried out and a detailed
database of geospatial data was created. Land cover data are
based on a combination of national (ZABAGED) and city
of Prague (Prague OpenData) databases. ZABAGED geo-
database (ČÚZK, 2020) distinguishes 128 categories of well-
targeted geographical objects and fields – for example, built-
up areas, communications, hydrology, vegetation, and sur-
face. The Prague OpenData geodatabase (Prague Geoportal,
2020) distinguishes many local, user-specified geographic in-
formation system (GIS) layers – for example, plans show-
ing actual and future development, land cover for architects,
and a photogrammetry-based digital elevation model (DEM).
Building heights were available from the Prague 3D model,
maintained by the Prague Institute of Planning and Devel-
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opment. For the first tree canopy data mapping, lidar scan-
ning was used in combination with a photogrammetric-based
DEM. Derived heights were manually calibrated using data
from the terrain mapping campaign and extended with ad-
ditional parameters like crown height, width and shape, and
trunk height and width. All descriptions of surfaces and ma-
terials and their properties were collected in GIS formats and
then preprocessed into a PALM NetCDF input file corre-
sponding to the PALM Input Data Standard (PIDS; Heldens
et al., 2020). This file includes information on wall, ground,
and roof materials as well as properties similar to those used
to estimate surface and material properties in Resler et al.
(2017) and Belda et al. (2021).

Each surface is described by material category, albedo, and
emissivity. BSM surfaces additionally carry thickness and
window fraction. Parameters such as thermal conductivity
and capacity are assigned to categories and estimated based
on surface and storage material composition. In the case of
walls and roofs, which are limited to four layers in the current
version of BSM, this means that the parameters of the two
outer layers were assigned according to the properties of the
covering material (e.g. plaster or insulation), while remain-
ing layers were initialized by the properties of the wall ma-
terial (e.g. bricks, construction blocks, concrete, insulation).
Wall and roof properties are described in Table S6. For pave-
ments and other LSM surfaces, all parameters except albedo
and emissivity were assigned according to the PALM LSM
categories.

Each tree in the child domain was detailed by its position,
diameter, trunk parameters, and vertically stratified base leaf
area density. The actual distribution of the leaf area density
(LAD) within the treetop was then calculated according to
the available light exposure of the particular grid box inside
the treetop following the Beer–Lambert law, leading to lower
LAD in the centres of large and/or dense treetops. At the mo-
ment, PALM does not consider the effect of trunks on the
dynamic flow field and the thermodynamics; only LAD is
considered. However, for the winter case, leafless deciduous
trees were considered to be 10 % of their summer LAD to ac-
count for the effect of trunks and branches on the flow field.

3.3 Initial and boundary conditions

Initial and boundary meteorological conditions for the par-
ent domain of the PALM simulations were obtained from
the WRF model (Skamarock et al., 2008), version 4.0.3. The
WRF model was run on three nested domains, with hori-
zontal resolutions of 9, 3, and 1 km and 49 vertical levels.
The child domain has 84× 84 grid points in the horizon-
tal. The choice of configuration started from the most usual
settings for the given resolution and required latitude. Mi-
nor variations in parameterizations were then tested so as to
provide the best possible boundary conditions to PALM for
each simulation. Consequently the Noah land surface model
(Chen and Dudhia, 2001) and RRTMG radiation (Iacono et

al., 2008) have been used in all simulations. Urban vs. non-
urban parameterizations for PBL were tested and, as a re-
sult, the Yonsei University PBL scheme (Hong et al., 2006)
was chosen for the summer episodes, whereas the Boulac
urban PBL (Bougeault and Lacarrère, 1989) gave a better
agreement with observations for the winter episodes. With
this exception, no other urban parameterizations have been
used in the WRF model. MODIS land use categories have not
been altered. WRF was initialized from the Global Forecast
System (GFS) operational analyses and forecasts, and output
data from overlapping WRF 12 h runs was collected. The first
6 h of each run served as a spin-up. The boundary conditions
for the mesoscale nesting were then generated from forecast
horizons 7–12.

Air quality simulations that served as chemical initial
and boundary conditions were made using the chemistry
transport model (CTM) CAMx version 6.50 (ENVIRON,
2018). CAMx is an Eulerian photochemical CTM that con-
tains multiple gas-phase chemistry options (CB5, CB6,
SAPRC07TC). Here, the CB5 scheme (Yarwood et al., 2005)
was invoked. Particle matter was treated using a static two-
mode approach. Dry deposition was calculated following
Zhang et al. (2003), and the Seinfeld and Pandis (1998)
method was used for wet deposition. To calculate the com-
position and phase state of the ammonia–sulfate–nitrate–
chloride–sodium–water inorganic aerosol system in equilib-
rium with gas-phase precursors, the ISORROPIA thermody-
namic equilibrium model was used (Nenes et al., 1998). Fi-
nally, secondary organic aerosol (SOA) chemistry was solved
using the secondary organic aerosol partitioning (SOAP)
semi-volatile equilibrium scheme (Strader et al., 1999).

CAMx was coupled offline to WRF, meaning that CAMx
ran on WRF meteorological outputs. WRF outputs were
translated to CAMx input fields using the WRFCAMx pre-
processor provided along with the CAMx source code (see
https://www.camx.com/download/support-software, last ac-
cess: 28 June 2021). For those CAMx input variables that
were not available directly in WRF output, diagnostic meth-
ods were applied. One of the most important inputs for
CAMx, which drives the vertical transport of pollutants, is
the coefficient of vertical turbulent diffusion (Kv). Kv is a
significant parameter that determines the city-scale air pol-
lution, and it is substantially perturbed by the urban canopy
effects (Huszar et al., 2018a, b, 2020a, b). Here, the “CMAQ”
scheme (Byun, 1999) was applied for Kv calculations.

WRF and CAMx outputs were then post-processed into
the PALM dynamic and chemistry driver. The data were
transformed between coordinate systems and a horizon-
tal and vertical interpolation was applied. As the coarse-
resolution model terrain would not match the PALM model
terrain exactly, the vertical interpolation method included ter-
rain matching, and the atmospheric column above the terrain
was gradually stretched following the WRF hybrid vertical
levels as they were converted to the fixed vertical coordinates
of the PALM model. The interpolated airflow was adjusted to
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enforce mass conservation. A detailed technical description
of the 3D data conversion procedure is given in the Supple-
ment in Sect. S6. The Python code used for processing the
WRF and CAMx data into the PALM dynamic driver file
has been included in the official PALM distribution and pub-
lished in the PALM SVN repository since revision 4766 in
the directory trunk/UTIL/WRF_interface.

Emission data for Prague used in the CAMx model were
as described in the following section. Other emission inputs
are described in detail in Ďoubalová et al. (2020).

3.4 Emission data

Air pollution sources for our particular case are dominated
by the local road traffic. Annual emissions totals were based
on the traffic census 2016 conducted by the Technical Ad-
ministration of Roads of the City of Prague – Department
of Transportation Engineering (TSK-ÚDI). The emissions
themselves were prepared by ATEM (Studio of ecological
models; http://www.atem.cz, last access: 28 June 2021) using
the road transport emission model MEFA 13. Jugoslávských
partyzánů and Terronská streets, where air quality was mea-
sured during the campaigns, were both covered by this cen-
sus. Emissions from streets not included in the census were
available on a grid with a 500 m spatial resolution. These
emissions were distributed between the streets not covered
by the census according to their parameters. Particulate mat-
ter (PM) emissions included resuspension of dust from the
road surface (Fig. 3). Time disaggregation was calculated us-
ing a Prague transportation yearbook (TSK-ÚDI, 2018), pub-
lic bus timetables, and our own census conducted over a short
time period (19–21 July and 4–6 December; days on which
traffic intensities were derived from camera records). This
time disaggregation was the same for the primary emissions
(e.g. exhaust, brake wear) as well as for resuspended dust.
Higher dust resuspension caused by sprinkle material during
winter time was not considered.

Traffic data were supplemented by emissions from station-
ary sources from the Czech national inventory REZZO. Point
sources correspond to the year 2017, the latest year available
at the time of model input preparation. Residential heating
was based on a 2017 inventory and rescaled to 2018 by mul-
tiplying by the ratio of degree days DD(2018)/DD(2017);
DD is the sum of the differences between the reference in-
door temperature and the average daily outdoor temperature
on heating days. Residential heating emissions were avail-
able on elemental dwelling units – urban areas with average
area 0.5 km2 – and were spatially distributed to building ad-
dresses, where local heating sources are registered, in pro-
portion to the number of flats. Time disaggregation of point
source emissions was based on monthly, day-of-week, and
hour-of-day factors (Builtjes et al., 2003; available also in
Denier van der Gon et al., 2011). Residential heating emis-
sions were allocated to days according to the standardized
load profile of natural gas supply for the households, which

Figure 3. Nitrogen oxides (NOx ) emitted by cars along their tra-
jectories in selected locations in Dejvice, Prague. Emissions were
summarized in grams per day per square metre (gd−1 m−2) and
disaggregated to 1 h time steps. The red and blue squares in the top
left map indicate the extent of the parent and child PALM domains
respectively. The orange and green rectangles show the locations of
the expanded views given in the right and lower left panels. The ex-
panded views show the air quality measurement locations (MV) in
Terronská Street – Bubeneč house (lower left) and Jugoslávských
partyzánů Street (right) using green squares. The base map of the
Czech Republic at 1 : 10 000 for the city of Prague was provided
by the Czech Office for Surveying, Mapping and Cadastre (ČÚZK,
2020).

use it for heating only (Novák et al., 2019; OTE, 2020). Daily
variation of residential heating emissions was taken from
Builtjes et al. (2003).

All of these input emission data were processed into
PALM input NetCDF files corresponding to the PALM In-
put Data Standard (PIDS).

3.5 Observation operator

To compare modelled and observed values, an observation
operator that links model variables to observed quantities is
needed. For vehicle measurements, the situation was straight-
forward: horizontally, we used atmospheric quantities and
chemical compounds at the grid cell closest to the real place-
ment of the sensors, whereas vertically, we performed lin-
ear interpolation to the real height of the sensor. This ap-
proach was sufficient given the fine 2 m resolution within the
child domain. For surface observations at grid-aligned sur-
faces (wall sections without significant influence of step-like
structures), the modelled values at the nearest grid face ac-
cording to the actual placement of the sensor or EP were also
taken. However, at non-grid-aligned walls (i.e. walls that are
oriented in one of the south-west, south-east, north-west, and
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Figure 4. Sketch to illustrate the mapping of a wall surface obser-
vation point to a gridded step-wise approximation of the wall. The
red line represents the real wall surface, light grey lines delineate
the grid cells, the light red area shows the footprint of the gridded
building, the blue circle shows the surface evaluation point, and the
blue arrows represent the assignment of this point to the grid faces
(blue lines) used for the calculation of the corresponding modelled
values.

north-east directions), walls are approximated by step-like
structures, and choosing the nearest grid face is no longer
unique, as illustrated in Fig. 4. In these cases, the orienta-
tion of the real wall cannot be sufficiently represented by one
grid face but is approximated by grid faces with perpendicu-
lar orientation. For this reason, we virtually sampled surface
quantities at the two perpendicular surfaces and calculated
the modelling counterpart of the observation as the average
of these values. In the graphs of the surface temperature, the
sampled values are plotted by thin dashed lines in addition to
their average representing the modelled value which is shown
by thick solid lines. Implications of this for the model eval-
uation as well as for the comparability of the model to the
observations are discussed in Sect. 5.1.7, along with the grid
discretization.

4 Evaluation of model simulation set-up

To ensure the correct model couple set-up and correspon-
dence to general meteorological conditions, basic character-
istics are evaluated in this section. This includes the evalu-
ation of the driving synoptic-scale simulations of the WRF
and CAMx models, the vertical representation of the bound-
ary layer in PALM, and the spatial development of the tur-
bulent flow characteristics from the boundaries of the PALM
parent and child domains. Special focus is put on the summer
e2 and winter e3 episodes, in which IR camera observations
took place. A description of the statistical methods used is
given in the Appendix A.

4.1 Meteorology

4.1.1 Evaluation of the driving synoptic-scale
simulation

As the boundary conditions for the PALM simulations come
from a model simulation as well, we need to check for
potential misrepresentation of the real atmospheric condi-
tions. First, we assess the overall performance of the WRF
model simulation on the synoptic scale by comparing the
results with the known state of the atmosphere, represented
here by the ERA-Interim reanalysis and atmospheric sound-
ings obtained by the CHMI radiosondes (downloaded from
the University of Wyoming database; http://weather.uwyo.
edu/upperair/sounding.html, last access: 28 June 2021). Fig-
ures S13 and S14 show maps of geopotential height at 500
and 850 hPa comparing the results of the WRF simulation
(9 km domain) with the ERA-Interim reanalysis. Generally,
the WRF simulations, driven by the Global Forecast Sys-
tem (GFS), correspond well to the ERA-Interim reanalysis
in terms of the 500 hPa geopotential height field, with some
shifts of the pressure field eastward on 19 July and north-
ward on 21 July. Geopotential height at 850 hPa is also very
well represented with some added detail, mainly during the
day in the summer due to a better resolved topography in the
higher-resolution regional model simulation.

Additionally, we compared the WRF results with atmo-
spheric soundings for the station closest to our domain of in-
terest, Praha-Libuš, which is about 11 km south-southeast of
the modelled area. Figures 5 and 6 show observed and mod-
elled profiles of the potential temperature and wind speed at
the sounding location for 20–21 July (summer e2 episode)
and 4–5 December (winter e3 episode) respectively. Graphs
for other episodes are provided in the Supplement (Figs. S15,
S16, and S17). The radiosonde measurements are taken three
times per day at 00:00, 06:00, and 12:00 UTC. The modelled
values are inferred from the 1 km resolution WRF model. In
order to estimate spatial variability and, consequently, the
utility of the sounding for validation of the WRF profiles
within the PALM domain, WRF profiles for the centre of the
PALM domain are also shown. Modelled profiles from the
PALM parent domain simulation are also included in these
graphs; these are discussed in Sect. 4.1.2 below.

WRF profiles of potential temperature generally corre-
spond well with the observations with some notable excep-
tions near the surface, where WRF tends to underestimate
night-time stability and shows less marked near-surface in-
stability during daytime in the summer case. However, here
we emphasize that the near-surface profiles might also be af-
fected by the fact that the relevant WRF model surface is
not necessarily representative of local detail. The WRF wind-
speed profiles also mainly reflect the conditions as observed,
with a well-modelled night-time low-level jet (e.g. 21 July at
00:00 UTC, 5 December at 06:00 UTC). However, compared
with potential temperature, modelled wind speed exhibits
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Figure 5. Vertical profiles of potential temperature and wind speed from the radiosonde observations at Praha-Libuš station for 20–21 July,
with corresponding WRF (1 km horizontal resolution) and PALM (average from parent 10 m resolution domain) profiles. The potential
temperature is represented by the solid lines, and the wind speed is denoted by the dashed lines. The black line is the sounding observation,
the cyan line is the PALM model, and the red line is the WRF model. The thin red line is the WRF model at the sounding location, and the
thick red line is the WRF model in the centre of the PALM domain.

larger discrepancies to observations at various times (e.g.
20 July at 00:00 and 21 July at 12:00) and also tends to be
higher, especially near the surface in the winter scenario. As
discussed in the preceding paragraph, the radiosonde loca-
tion is not within the PALM model domain, However, WRF
profiles at the radiosonde location and the PALM domain
centre show only marginal differences. Hence, we are con-
fident that the modelled boundary layer profiles from WRF,
which are used as boundary conditions for PALM, are a suf-
ficiently good representation of reality for this study.

Another factor needing consideration is that the bound-
ary layer depth during the daytime in the summer cases is

within the range of the 1 km horizontal grid resolution in
the WRF simulations. Ching et al. (2014) and Zhou et al.
(2014) showed that resolved-scale convection can develop
in such situations, altering the boundary layer representation
and leading to an overly large vertical energy transport. For
an LES nested into a mesoscale WRF simulation, Mazzaro et
al. (2017) showed that such under-resolved convection may
propagate into the LES domain, biasing the location of the
updraughts and downdraughts. In order not to bias our sim-
ulation results by under-resolved convection in WRF propa-
gating into the LES, we checked the WRF simulation output
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Figure 6. Vertical profile of potential temperature and wind speed from the radiosonde observations at Praha-Libuš station, with correspond-
ing WRF (1 km horizontal resolution) and PALM (average from parent 10 m resolution domain) profiles for 4–5 December. The potential
temperature is represented by the solid lines, and the wind speed is denoted by the dashed lines. The black line is the sounding observation,
the cyan line is the PALM model, and the red line is the WRF model. The thin red line is the WRF model at the sounding location, and the
thick red line is the WRF model in the centre of the PALM domain.

for the occurrence of under-resolved convection but did not
find any (not shown).

In the PALM simulations, we prescribed the incoming LW
and SW radiation obtained from the WRF simulations. To
check for potential errors in incoming radiation, we com-
pare downwelling SW radiation as simulated by WRF in
the grid box covering the centre of the PALM child do-
main with observations at two CHMI stations in Prague with
continuous downward SW radiation measurements: Praha-
Karlov, approx. 4 km southeast from the modelled area, and
Praha-Libuš, 11 km south-southeast (Fig. 7). WRF simula-
tions show good agreement with observations in the sum-

mer campaign, with some overestimation of the SW radi-
ation on 14 and 23 July at noon which we attribute to the
underestimation of cloud cover in the WRF simulation. Dur-
ing the winter campaign, the downwelling SW radiation in
WRF agrees with the observation on 26, 28, and 29 Novem-
ber, and on 5 December, whereas WRF significantly overes-
timates the SW radiation on other days due to underestimated
cloud cover.
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Figure 7. WRF modelled and observed downwelling SW radiation for the summer e1 and e2 (top row) and winter e1, e2, and e3 (bottom
row) modelling episodes: CHMI station Praha-Karlov (blue line); CHMI station Praha-Libuš (orange line); WRF simulation (black dots).

4.1.2 Boundary layer representation in PALM

In order to check whether the observed boundary layer struc-
ture is represented realistically by the LES simulation, we
compare domain-average model results from the parent do-
main against radio soundings from the Praha-Libuš station
located roughly 11 km south-southeast of our area of inter-
est. Praha-Libuš is in an area with slightly different topogra-
phy and urban topology, located at the southern edge of the
city, which means that comparison with the model simula-
tion cannot be exact and, especially within the lower parts
of the boundary layer, modelled and observed profiles can-
not be expected to match. To estimate the spatial variability
in the atmosphere between these two locations and, thus, as-
sess whether the soundings can be reliably used for evalu-
ation of the PALM profiles, the WRF modelled profiles for
both locations, the sounding location and the PALM area, are
provided.

Figure 5 shows vertical profiles of potential temperature
and wind speed from PALM together with the soundings
for the 20–21 July (summer e2 episode). Taking the limi-
tations of this comparison into account, the model simula-
tions show good agreement with observations with respect to
temperature, capturing the overall shape of the profile with
a slight tendency to underestimate actual values. However,

in the lower layers, the model tends to underestimate the
diurnal variations, showing lower stability during the night
and lower instability during the day. The wind speed gen-
erally follows the driving WRF profile except near the sur-
face, where the wind speed tends to exhibit lower values due
to increased surface friction from the explicit representation
of microscale terrain features, buildings, and tall vegetation.
During the first night (Fig. 5), the modelled and observed
temperature profiles agree well. The modelled wind speed
in the residual layer is generally lower than the radiosonde.
On the following day, the modelled and observed potential
temperature profiles agree very well, both indicating a ver-
tically well-mixed boundary layer. During the second night,
the modelled profile indicates a cooler boundary layer that is
less stable near the surface. On 21 July at 00:00, the wind
speed profile agrees well with the measurements. However,
at 06:00, the low-level jet is still present in the observations
but missing in the simulation. On the following day, the mod-
elled and the observed temperature profiles again agree, al-
though the modelled boundary layer tends to be about 1 K
cooler. The wind weakens during the day and is lower than
the observations throughout the entire depth of the model do-
main.

Figure 6 shows the modelled and observed profiles of po-
tential temperature and wind speed for 4–5 December (win-
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Figure 8. Horizontal profiles of 30 min time-averaged resolved-
scale turbulent kinetic energy (TKE) in the parent domain plotted
against distance from the inflow boundary (d) for (a) the winter case
at 14:00 UTC on 5 December and (b) the summer case at 13:00 UTC
on 20 July. The TKE is shown for heights at 50, 250, and 400 m
above the terrain surface.

ter e3 episode). During the first night, the temperature profile
suggests a more pronounced stable boundary layer. On the
following day, the modelled temperature profile agrees fairly
well with the observed profile. On the second night and dur-
ing the second day, the temperature profiles agree reasonably
well, even though the modelled profile indicates a slightly
warmer near-surface layer of about 1 K. Considering the en-
tire period, wind speed mostly matches the WRF-modelled
profiles above 200 m but with some notable discrepancies
compared with observations. Near the surface, PALM shows
lower wind speeds compared with both the observations and
WRF. At this point, however, we would like to emphasize
again that a direct comparison between the PALM-modelled
profiles and the observations should be made with care, es-
pecially within the near-surface layer where the profiles can
be significantly affected by the different local surroundings.

4.1.3 Spatial development of the urban boundary layer

As described in Sect. 3.1, the parent domain receives bound-
ary conditions from WRF where turbulent structures are not
explicitly resolved. To trigger the spatial development of tur-
bulence in the LES, synthetic turbulence is imposed at the lat-
eral boundaries (Kadasch et al., 2020). However, even though
this accelerates the development of turbulence in the LES,
it still requires sufficiently large fetch distances for the tur-
bulence to be spatially fully developed. Lee et al. (2018)
pointed out that an insufficiently developed turbulent flow
can bias results in urban boundary layer simulations. Hence,
in order to assess how the turbulent flow develops within
the model domain, Fig. 8 shows horizontal profiles of the
turbulent kinetic energy (TKE) in the parent domain as the

distance from the inflow boundary increases. The TKE was
computed as TKE= 0.5 ·

∑
u′iu
′

i , with u′iu
′

i = uiui − ui ui ;
the overbar denotes a 30 min temporal average. For each grid
point, we determined the distance to the inflow boundary for
a given wind direction. In doing this, we calculated back-
ward trajectories from the mean wind direction and deter-
mined the distance between the sampling location and the
intersection point of the backward trajectory with the closest
inflow boundary. Further, variances were averaged over sim-
ilar distances to the inflow boundary; we then sorted similar
distances into equally sized bins of 100 m to obtain a suffi-
ciently large sample size for each discrete distance. Further-
more, we note that the TKE is evaluated at relative heights
above the surface. In the winter case, which is characterized
by neutrally stratified conditions at the given time point (see
Fig. 6), the TKE increases with increasing distances from the
inflow boundary at all illustrated heights and peaks at about
d = 3000 m in the surface layer, while the peak position at
larger heights is shifted towards larger distances. In the sum-
mer case, which is characterized by convective conditions
at the given time point, the TKE is approximately constant
up to 2 km from the inflow boundary and then slightly de-
creases with further increasing distances. However, the het-
erogeneous orography and nature of the buildings means that
local effects will also play a role, so we would not expect to
obtain a constant equilibrium TKE value. Considering that
the child domain inflow boundary is placed at about 2 km
from the parent inflow boundary in both cases, turbulence
has already been developed at the child domain boundary, so
we are confident that the error due to the overly short adjust-
ment fetch length is minor, although we emphasize that – es-
pecially for the winter case – larger horizontal extents of the
parent domain are also desirable in order to better represent
mixing processes in the upper parts of the boundary layer.
Moreover, the turbulent flow depends on the upstream sur-
face conditions (e.g. terrain, buildings, and land use) which,
in turn, depend on the wind direction. With insufficiently
large model domains such effects might not be well repre-
sented. However, as our validation study mainly focuses on
the building layer where turbulence is produced by building-
induced shear, we believe that the error induced by not com-
pletely representative upstream conditions is small and does
not significantly affect our validation results.

Beside the transition of the turbulent flow in the parent do-
main, the flow also undergoes a transition after entering the
child domain with its finer grid resolution, as discussed in
detail in Hellsten et al. (2021). In order to evaluate whether
turbulence has been sufficiently adapted within the child
domain at locations where simulation results are compared
against observations, Fig. 9 shows frequency spectra of the
TKE at different distances to the inflow boundary. We sam-
pled time series of the velocity components at different po-
sitions over 1 h and calculated the spectra for each sampling
location; afterwards, we averaged over all spectra with sim-
ilar distance to the inflow boundary. In the winter case, the
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Figure 9. Frequency spectra of the TKE within the child domain at z= 50 m above the surface evaluated at locations with different distances
downstream of the inflow boundary for (a) the winter case at 14:00 UTC on 5 December and (b) the summer case at 13:00 UTC on 20 July.
The black dashed line indicates Kolmogorov’s −5/3 scaling for reference.

spectra close to the inflow boundary show a significant drop-
off of energy at smaller frequencies compared with spectra
at distances ≥ 250m, indicating that especially the smaller
scales are still not sufficiently resolved on the numerical grid,
whereas at larger distances, no dependence on the sampling
location can be observed. In the summer case, the flow tran-
sition from the coarse into the fine grid is even faster; even
spectra close to the inflow boundary indicate similar turbu-
lence properties compared with the locations farther down-
stream. This is also in agreement with the findings presented
in Hellsten et al. (2021) that the transition is small under con-
vective conditions compared with neutrally stratified or sta-
ble conditions, as TKE is mainly produced locally by buoy-
ancy rather than by shear.

4.2 Air quality

For the CAMx model evaluation, urban background air qual-
ity monitoring stations closest to the PALM parent domain
were used (see Sect. 2.3.6). Validation was performed for
hourly average concentrations of NOx and PM10. Evaluation
was done for all PALM simulation episodes which were then
grouped as summer and winter. Metrics according to Brit-
ter and Schatzmann (2007) and Chang and Hanna (2004) for
both campaigns are summarized in Table 1. For graphs of di-
urnal variation plotted using the “openair” package (Carslaw
and Ropkins, 2012), see Fig. S18.

For NOx , the metrics show a significant underprediction of
the measured concentrations (fractional bias, FB, of approx.
−0.8) for the both summer and winter episodes. Neverthe-
less, the diurnal variation is captured quite well, although in
winter modelled peaks in the evening are larger than in the
morning, whereas the reverse is seen in the observed data.

Summer PM10 concentrations are less underestimated
with an FB of approx. −0.5, and morning and evening peaks
are sharper and appear about 1 h earlier than in observations.
Winter PM10 values are even slightly overestimated, but the

Table 1. Evaluation of CAMx 1 h concentrations against urban
background stations for the summer and winter episodes.

NOx PM10

Summer Winter Summer Winter

N 684 816 907 1078
mean obs. (µgm−3) 22.6 59.5 22.1 30.4
mean mod. (µgm−3) 10.1 24.4 13.4 33.3
FB −0.76 −0.84 −0.49 0.09
NMSE 1.51 2.15 0.65 0.53
FAC2 0.38 0.31 0.50 0.69
R 0.54 0.28 0.34 0.13

N denotes ensemble size; mean obs. denotes the observed mean value; mean
mod. denotes the modelled mean value; FB denotes the fractional bias; NMSE denotes
the normalized mean square error; R denotes the Pearson correlation coefficient.

CAMx model is not able to represent their real diurnal vari-
ation. Modelled diurnal variation is very similar to that for
NOx , which indicates that it is dominated by diurnal vari-
ation of traffic, whereas in reality, different sources play a
important role as well.

5 Results

5.1 Surface temperature

In the following section, we will discuss the model perfor-
mance with respect to the surface temperature. First, we will
show general surface temperature results and show an exam-
ple of direct comparison against observed values. We will
then draw a broader picture of model performance for differ-
ent types of surfaces, supported by relevant statistical mea-
sures. Subsequently, particular cases at individual locations
will be presented, and the related shortcomings of the model
and the observations, as well as the implications of the short-
comings of the fine-scale input data, will be discussed.
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5.1.1 Overall performance

Figure 10 shows an example of a 3D view of instantaneous
surface temperature in the child domain at 13:00 UTC on
20 July. The heterogeneous distribution of surface temper-
ature reflects the distribution of pavement and green areas,
with higher temperatures over paved areas and at building
walls and roofs. Below the trees, where most of the SW di-
rect radiation is absorbed within tree crowns, surface tem-
peratures of about 290 K are modelled (e.g. on the right side
of the figure or within courtyards), while higher surface tem-
peratures up to 330 K are modelled at intensively irradiated
vertical building walls. Moreover, the effect of different wall
and roof material parameters on surface temperature can be
identified, with roofs showing lower surface temperatures
where green fractions are present, while some other walls and
roofs show values up to 320 K. In order to evaluate the mod-
elled surface temperature more quantitatively, we compare
the modelled surface temperature against observed values in
the following parts of this section.

Figure 11 shows an example of the observed and mod-
elled diurnal cycle of surface temperature profiles at one par-
ticular evaluation location, 11-1, along with a street view
of the location area and the RGB and IR views of the lo-
cation with the EPs labelled. Location 11-1 is situated on
Evropská Street, a west–east-oriented boulevard between 40
and 50 m in width (building to building), with EPs placed
on the concrete tramway belt, pavement, and on the nearly
south-oriented wall of two traditional five-floor brick build-
ings, the left of which has an additional thermal insulation
layer. For the summer scenario, the modelled surface tem-
perature agrees fairly well at the horizontal and vertical lo-
cations with respect to the diurnal amplitude and tempo-
ral evolution. However, at the horizontal surfaces, the mod-
elled night-time surface temperatures are underestimated by
about 3–4 K. When the sun comes up the next day, the mod-
elled surface temperature again matches the observed surface
temperature; thus, the night-time bias in surface temperature
does not propagate into the next day simulation. In the winter
case, the modelled surface temperatures also agree with the
observations, except for the nights where the modelled sur-
face temperatures are about 1–2 K higher than the observed
ones at both horizontal and vertical surfaces. Further, two
sharp peaks in the modelled daytime surface temperatures
during the morning hours as well as during the early after-
noon hours are striking and are not present in the observa-
tions. Similar peaks can also be observed at some other lo-
cations, mainly during the winter episode. For a detailed dis-
cussion concerning these peaks, we refer to Sect. 5.1.5 where
this effect and its causes are analysed.

A complete set of modelled and observed diurnal cycles
of surface temperature for all EPs in all observation loca-
tions (see Fig. 1 in Sect. 2.1) for the summer e2 episode (19–
21 July 2018) and for the winter e3 episode (4–6 Decem-
ber 2018) is given in the Supplement in Sect. S3. As sup-

porting information, the graphs of the modelled values of the
surface sensible heat flux, ground heat flux, net radiation, and
incoming and outgoing SW and LW radiation are also avail-
able in the Supplement in Sect. S4.

The observations cover a wide range of surface types.
As we cannot show daily cycles for all observation points,
we condensed the results to show the general performance
of the ground and wall modelling capability of PALM. To
distinguish model behaviour for different types of surfaces,
the EPs were put into the following categories: pavements
(paved areas without traffic), streets (paved areas with traf-
fic), grass, wall of traditional building, wall of contempo-
rary office building, wall of building with glass or glass-like
surface, and plant-canopy-affected surface. The complete as-
signment of the EPs to the particular categories is given in
table Table S7. Figure 12 shows scatter plots of the mod-
elled and observed surface temperature for particular surface
types during the summer e2 episode. The best agreement
can be observed for street and pavement surfaces, and tra-
ditional building walls. At lower temperatures (which corre-
sponds to night-time values), the scatter is generally lower
compared with higher surfaces temperatures, where, espe-
cially at the buildings, a wide scatter can be observed. To
support this qualitative impression from the scatter plots, Ta-
ble 2 provides statistical error measures. Modelled surface
temperatures at pavements and streets are slightly too cool,
especially at night-time, as indicated by the negative bias.
Further, the root mean square error (RMSE) indicates higher
uncertainty at daytime and lower uncertainty at night-time,
especially at building walls. The main reason for this be-
haviour is probably the typically lower thermal conductiv-
ity in comparison with ground surfaces, which causes more
rapid reactions of the surface temperature to the changes
in radiative forcing. This effect, in connection with binary
changes in direct radiation during the course of the day due
to shading effects, along with possible geometrical imper-
fections in the discretized terrain and building model, can
cause temporally and spatially limited strong discrepancies
between modelled and observed point values. This issue is
analysed in more detail using location 11-1_V as an exam-
ple (see Sect. 5.1.5). Mismatch of shading can also be caused
by the imprecise description of the shapes of the tree crowns
(see Sect. 5.1.6) . Modelled surface temperatures at grass-like
surfaces also show good agreement with the observations,
with mostly low scatter both during the day and at night,
but with slightly overestimated night-time values. A wider
scatter, even at lower temperatures, can be observed for both
glass-like surfaces and contemporary buildings walls, with
the largest RMSE in the daytime. The reason for this higher
spread is probably a more complex wall structure and the
higher uncertainty in its identification (see Sect. 5.1.3). In
the case of glass-like surfaces, these causes are accompanied
by the fact that the IR camera photos of such locations con-
tain a substantial amount of reflection from other surfaces
(opposite buildings, sky) and, therefore, do not provide an
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Figure 10. Example 3D view of the child modelling domain at 2 m resolution from the south-west direction on 20 July at 13:00 UTC
(14:00 CET). The colour scale represents the modelled surface temperature.

adequate measure of the surface temperature. These effects
are discussed in detail in Sect. 5.1.4.

Similarly, Fig. 13 shows scatter plots for the winter e3
episode. Again, the scatter is relatively low at streets, pave-
ments, grass-like, and traditional wall surfaces, although it
does not show a large difference between daytime and night-
time (see also RMSE in Table 2), in contrast to the summer
case. In general, it is striking that modelled surface temper-
atures are slightly overestimated in the winter case, as indi-
cated by the positive bias values. This is especially true for
glass-like materials which show modelled surface tempera-
tures that are far too high as well as a large scatter. How-
ever, the problems of surface temperature measurements of
glass-like surfaces by IR cameras due to direct reflection
from other surfaces, which is mentioned above and discussed
in detail in Sect. 5.1.4, applies here. Grass surfaces’ mod-
elled temperatures are also overestimated. This overestima-
tion can be seen in many individual locations (see Supple-
ment Sect. S3). The reason for this overestimation of sur-
face temperatures, which is more pronounced in wintertime
(compare Fig. 12) than in summertime, however, remains un-
known at this point. There is further discussion of modelling
grass surfaces in summertime and the necessary prerequisites
below (Sect. 5.1.2).

5.1.2 Grass surfaces

The energy balance of a grass-covered area may strongly de-
pend on soil water content, assumed plant cover, leaf area in-
dex (LAI), and other factors (Gehrke et al., 2020), and these
are mostly unknown in this study. Let us examine three grass-
covered points, evaluation point 3 (EP 3) at location 05-1_H,
EP 2 at location 06-3_H, and EP 1 at location 10-3_H dur-

ing the second day of the summer e2 episode, 20 July 2018
(see Fig. 14 and Sect. S3 of the Supplement for detailed in-
formation on these particular locations). These points are not
significantly influenced by any adjacent tree or wall; thus,
they are not affected by possible imperfection of the radia-
tive transfer in the model. These points represent examples
of three different grass-type surfaces. The first point is placed
in a recently built park with an integrated irrigation system;
the second one is located on a green tram line with a shal-
low soil layer and without irrigation; and the third point is
located on quite a large lawn in an open square area with a
deep soil layer without irrigation, thereby resembling natu-
ral grass conditions. To account for local differences in soil
conditions for summer simulations, the grass areas within
the model domain were split into three categories: natural-
like grass, watered grass, and an urban grass type, and the
original WRF soil moisture was roughly adjusted by factors
of 1.0, 2.0, and 0.5 respectively. As we have no information
about soil moisture at that level of detail, the chosen adjust-
ment factors are a best guess based on a survey of the lo-
cations and personal experience. The soil moisture for win-
ter simulations was not adjusted. The diurnal cycle of the
modelled and observed surface temperature for the different
grass surfaces agrees fairly well with maximum temperatures
of 35, 52, and 45 ◦C respectively. Figure 14 also shows di-
urnal cycles of surface temperature at these points from a
test simulation where the soil moisture of grass surfaces was
uniformly prescribed from the WRF simulation. With non-
adjusted soil moisture, the daytime surface temperature for
urban grass (location 06-3, EP 2) and watered grass (location
05-1, EP 3) is under- and overestimated compared with ob-
servations respectively, although it agrees fairly well for the
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Figure 11. Observation location 11-1: the upper row shows the observation location and IR and RGB photos with placement of the evaluation
points; the graphs show observed (dots) and modelled (lines) surface temperature for wall (left panels) and ground (right panels) for particular
evaluation points (EP) for the summer e2 (middle panels) and winter e3 (bottom panels) episodes. The modelled values come from the child
PALM domain, and the dotted and dashed lines represent the modelled temperature for the left and right grid faces (see Sect. 5.1.1). The
grey dashed line shows the corresponding WRF skin layer temperature for horizontal surfaces. The grey areas denote night-time. The image
in the left panel was sourced from © Google Maps 2020.

adjusted soil moisture case. This indicates that using correct
soil moisture values is a necessary prerequisite to adequately
model grass-like surfaces within an urban environment. For
additional details concerning the sensitivity of surface tem-
peratures modelled by PALM to the initial soil moisture in ur-
ban environments, we also refer to Belda et al. (2021). Apart

from soil moisture, sensitivity of grass surface temperatures
to other parameters such as LAI, plant cover, and root dis-
tribution, might also be important. For details in this regard,
we refer to Gehrke et al. (2020), who studied the sensitivity
of the energy-balance components to different soil as well as
land surface parameters.
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Figure 12. Scatter plots of the modelled and observed surface temperature for particular types of the surfaces in Table S7 during the
summer e2 episode. Individual evaluation points are plotted using dots of different colours.

5.1.3 Complex structure of the walls

In the case of vertical surfaces (“walls”), the model behaves
well for most cases of walls of traditional buildings, whereas
walls of contemporary office buildings are modelled less ac-
curately (see Figs. 12 and 13). We are convinced that the
reason for this is the more complex structure of these walls
which can not be fully described by the four layers allowed
by the current version of the PALM input standard. More-
over, gathering precise information about this type of struc-
ture proved to be quite difficult. Let us show an example us-
ing EP 2 and 3 at location 02-3_V (see Fig. 15 and Sect. S3
of the Supplement for full information about the location).

While point 1 is captured by the model quite well ex-
cept for slight overestimation during the night and morning
hours, point 2 evinces an overestimation of around 15 ◦C dur-
ing the afternoon hours. A closer direct inspection of this
wall revealed that it consists of a thin outer layer followed
by a 10 cm layer of air before the rest of the wall struc-
ture, whereas all of this is considered as a continuous wall
in the model. Thus, the observed outermost layer was cooled
from both sides, an effect which was not captured by the wall
model.

5.1.4 Glass surfaces

Some buildings have walls covered with glass or similar
types of reflective surfaces. These walls present a challenge
for both observation and modelling. The main problem is the
fact that the surfaces of these buildings are more or less spec-
ular, which means that a substantial part of the LW radiation
entering the IR camera is a reflection of whatever is behind
the camera. For example, location 11-2_V (see Fig. 16 and
Sect. S3 of the Supplement for full information about the lo-
cation) is a north-facing building, the lower part of which has
a glass surface. The area of the building around EP 2 reflects
the sky into the camera, while the area around EP 3, located
just below, reflects the building opposite into the camera (the
building opposite is around location 11-1_V). Consequently,
the derived values of the surface temperature primarily rep-
resent the surface temperature of the reflected object (wall,
ground, treetop, sky), not of the observed object itself. This
can be well demonstrated by the different observed values at
points EP 2 and EP 3. Thus, the modelling of this type of
building cannot be validated by means of IR camera temper-
ature measurements.
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Figure 13. Scatter plots of the modelled and observed surface temperature for particular types of the surfaces in Table S7 during the winter e3
episode. Individual evaluation points are plotted using dots of different colours.

Table 2. Statistics of observed and modelled surface temperatures (K) for the simulated summer e2 and winter e3 episodes.

All times Daytime Night-time

Surface type MB MAB RMSE MB MAB RMSE MB MAB RMSE

Pavements
S −0.7 2.1 2.7 −0.2 2.3 3.0 −1.6 1.7 2.0
W 1.5 1.7 1.9 1.9 2.0 2.4 1.4 1.5 1.7

Streets
S −1.6 2.5 3.2 −1.4 2.7 3.6 −2.1 2.1 2.3
W 0.9 1.0 1.4 1.3 1.4 2.0 0.7 0.8 1.0

Grass
S 0.6 2.7 4.1 0.3 3.2 4.9 1.1 1.7 2.0
W 1.2 1.5 2.1 1.5 1.9 2.7 1.0 1.3 1.8

Walls (traditional building)
S −0.5 2.0 3.3 −0.3 2.5 3.9 −0.9 1.1 1.4
W 1.7 1.9 2.6 2.2 2.3 3.5 1.5 1.7 2.0

Walls (contemporary building)
S −0.1 5.5 7.4 −0.4 6.4 8.8 0.2 4.2 4.5
W 4.9 5.1 6.8 5.8 6.3 9.6 4.5 4.5 5.1

Walls (glass−like)
S 1.9 3.6 5.3 1.8 4.2 6.2 2.1 2.6 3.2
W 7.1 7.1 7.9 6.8 6.8 7.8 7.2 7.2 8.0

Plant-canopy affected
S −0.8 2.5 3.6 −0.7 2.8 4.1 −1.0 1.6 1.8
W 1.0 1.5 1.9 1.3 1.7 2.1 0.9 1.4 1.7

S denotes the summer e2 episode; W denotes the winter e3 episode; MB denotes the mean bias; MAB denotes the mean absolute bias; RMSE denotes the root
mean square error.
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Figure 14. IR and RGB photos of locations 05-1_H, 06-3_H, and 10-3_H with placement of selected evaluation points (EP) (upper row)
that represent three different grass-type surfaces found in the modelled urban area. The observed and modelled surface temperature at these
locations for 20 July 2018 (second day of episode summer e2, middle row), and the same results from a test 1 d simulation with all grass
surfaces initialized with soil moisture uniformly prescribed from WRF output (bottom row). The grey dashed line shows the corresponding
WRF skin layer temperature. The grey areas denote night-time. All results are from the child 2 m resolution domain.

Figure 15. Observation location 2-3_V: the left panel shows IR and RGB photos of the building with placement of the evaluation points,
and the right panel shows a graph of observed (dots) and modelled (lines) surface temperature for particular evaluation points (EP) for the
summer e2 episode. The grey areas denote night-time.
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Figure 16. Observation location 11-2_V: the left panel shows the observation location; the centre panels show IR and RGB photos of
the building and the placement of the evaluation points; the right panel displays a graph of observed (dots) and modelled (lines) surface
temperature for particular evaluation points (EP) for the summer e2 episode. The grey areas denote night-time. The image in the left panel
was sourced from © Google Maps 2020.

The modelling of the surroundings of these points can be
partly influenced by the fact that the current version of RTM
considers all surfaces as Lambertian (see Krč et al., 2021).
This means that they reflect radiation in all directions in the
model, whereas, in reality, part of the radiation undergoes
specular reflection according the law of reflection. This fact
does not directly affect the reflective surface itself, but it can
influence the distribution of reflected SW and LW radiation
among nearby surfaces. As the amount of incoming direct ra-
diation is significantly larger than the incoming reflected ra-
diation (direct radiation can reach up to 900 Wm−2, whereas
the reflected radiation is limited to 200 Wm−2 for most com-
mon cases), this effect usually has little practical impact and
is masked by the effect of the direct radiation. An example
of this effect can be seen in location 06-1_H by comparing
EP 2 with EP 3 (see Fig. 17 and, alternatively, Supplement
Sect. S3 for full information about the location). These points
are placed on similar asphalt concrete surfaces but with a
different distance to the nearby glass facade. While the sur-
face temperature at the more distant EP 3 is modelled well,
EP 2 is overestimated by about 7 ◦C on 20 July 2018 between
11:00 and 13:00 UTC. The observation at EP 2 at these times
shows an atypical increase of about 7 ◦C which is not ob-
served at other points placed on the same surface type. We
can attribute this increase to the effect of the specular reflec-
tion from the glass facade. As this effect is not considered
by the model, the model gives similar results for both points
EP 2 and EP 3. Results for EP 1 (limestone pavement) are
less affected by the missing specular radiation in the model
due to its much higher albedo.

5.1.5 Rapid changes in surface temperature

Some of the graphs of the surface temperature contain strong
“peaks” in the diurnal cycle of the modelled wall temperature
(see e.g. Fig. 11). This effect can be seen mainly during the
winter episode (at locations such as 6-4_V, 7-1_V, 7-2_V, 8-
2_V, 9-2_V6, 9-2_V7, and 11-1_V). Similar peaks can be

observed in the corresponding radiative, surface, and ground
heat fluxes (see Sect. S4 in the Supplement). Some of these
peaks can also be found in measurements (clearly visible for
locations such as 6-4_V), although most observations contain
no corresponding peaks. Let us analyse location 11-1_V in
more detail (see Fig. 11), where this effect is very strong for
EP 1, 2, and 3 on 5 December.

Figure 18 shows the observed IR and RGB camera photos
at corresponding observation times along with their modelled
counterparts at the closest saved model time step. For easier
orientation, Fig. S19 in the Supplement shows an overview
of the modelled surface temperatures in the given area at the
same time steps. Figure 19 provides the complete timeline of
10 min model outputs of the wall surface temperature from
05:28 to 12:48 UTC. The time steps shown in the previous
figure (Fig. 18) are highlighted using a red frame, and the
red dots denote the position of EP 1, 2, and 3.

The first peak takes place between the first and second
observation times (07:51 and 09:26 UTC); thus, it does not
appear in the IR observations. The situation of the second
peak is more complicated. This peak partly overlaps with the
fourth observation at 12:48 UTC, which is only reflected in
the observations by a very small increase in the surface tem-
perature at EP 1. The reason for this can be seen in the com-
parison of the shading from direct radiation in the RGB photo
and the corresponding figure for the modelled SW radiation
(see Fig. 18). The shade created by the building on the oppo-
site side of the street is approximately 3 m lower in the model
than in reality at this time. These differences can be attributed
to the geometrical imperfections of the digital building ele-
vation model (BEM) used, as well as to the errors introduced
by its discretization and by the PALM process of the placing
of the buildings on the terrain. One of the sources of the im-
precision in BEM can also be peripheral objects on the roof
area (e.g. banisters, air-conditioning systems) which create
shading but are not considered in BEM (see street view of
shading buildings in Fig. S20 in the Supplement).
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Figure 17. Location 06-1: the left panel shows IR and RGB photos of the observation location with placement of the evaluation points, and
the right panel shows observed (dots) and modelled (lines) surface temperature for the summer e2 episode. The grey dashed line shows the
corresponding WRF skin layer temperature. The grey areas denote night-time.

Figure 18. Observed camera photos (IR – centre left; RGB – centre right) on 5 December 2018 at observation times of 07:51, 09:26, 11:18,
and 12:48 UTC, and the modelled counterparts for the closest saved model time step: surface temperature (left) and incoming SW radiation
(right). The yellow dots denote positions of evaluation points 1, 2, and 3 (Fig. 11), and the yellow lines show the extent of the area shown on
the IR and RGB photos. For technical reasons, the step times for the model views express minutes as decimal fractions of the hours.

Figure 20 shows a detailed graph of location 11-1_V for
times from 07:00 to 14:00 UTC and provides additional in-
formation about the diurnal cycle of the surface temperature
at this location. EP 1, 2, and 3 correspond to points from the
graph in Fig. 11, whereas the new points, EP 4, 5, and 6, were
added on the top layers of the wall. The graph shows that the

diurnal variability in the surface temperature at this location
has similar magnitude in the model to that in the observa-
tions. This supports our conclusion that the model (namely
the radiative transfer and surface energy balance) works rea-
sonably well, and the differences in the values at particu-
lar EPs and times can be attributed mainly to the geomet-
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Figure 19. Timeline of 10 min model outputs of wall surface temperature on 5 December 2018 from 05:28 to 12:48 UTC. The time steps
from the previous figure (Fig. 18) are highlighted using a red frame, and the positions of the evaluation points 1, 2, and 3 are marked by red
dots. For technical reasons, the step times for the model views express minutes as decimal fractions of the hours.

Figure 20. Comparison of IR observations and the model at location 11-1_V on 5 December 2018 from 07:00 to 16:00 UTC. The left photos
show IR and RGB images of the location with the evaluation points marked, and the right image shows the graph of the modelled (line) and
observed (dots) values of the surface temperature for these evaluation points. The grey area denotes night-time.

rical imperfections of the model which produce differences
in the shading of the direct radiation. These changes in sur-
face temperature also cause rapid changes in the temperature
gradient in the wall which explains the peaks in the surface
and ground heat flux visible in the corresponding graphs in
Sect. S5 of the Supplement. The positive and negative peaks
in the ground heat flux correspond to start and end times of ir-
radiation of the given point by direct radiation. This analysis
also outlines the complexity of a problem that is represented
by spatially and temporally detailed modelling of radiation

energy processes and the surface energy balance in the com-
plex heterogeneous urban environment.

5.1.6 Plant-canopy effects

Trees and shrubs are modelled in PALM as the resolved plant
canopy (PC) which is described by a 3D structure of leaf area
density (LAD). In addition to affecting the turbulent flow
by adding LAD-dependent drag, resolved plant canopy also
affects radiative transfer by partially intercepting SW and
LW radiation as well as emitting LW radiation (see Krč et
al., 2021). Further, the absorbed incoming radiation is trans-
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formed into latent and sensible heating terms which are con-
sidered within prognostic equations of potential temperature
and humidity. Many EPs are affected to different degrees by
PC. A list of EPs where a significant impact of PC can be
seen is given in Table S7 in the “Plant-canopy affected sur-
face” row. In this section, we focus only on the summer sce-
narios, as deciduous trees (which constitute the majority of
the trees in the domain) carry no leaves during the winter.
The impact of branches during the winter episodes is roughly
modelled as 10 % of the summer LAD.

Figure 21 shows two examples of locations affected by
trees (12-1_H and 08-2_H; for full information about these
locations, see Sect. S3 in the Supplement). Location 12-1_H
is on the left, with two EPs placed on the same surface (as-
phalt concrete). The direct radiation at EP 2 is influenced by
tree shading, but the tree shade does not reach EP 1 at this
time of year. Shading from the treetop decreases the surface
temperature after noon, which is well captured by the model.
A similar situation is shown on the right for location 08-2_H.
The EPs are similarly placed on an asphalt concrete surface
in a street canyon surrounded by two alleys of trees with
linked treetops forming an umbrella-like covering. The street
surface temperature at location 08-2_H is underestimated by
the model by up to 5 ◦C. Because a similar type of surface is
modelled well at 12-1_H and other locations, the most prob-
able explanation for this discrepancy is the tree shading. The
reason could be a general overestimation of LAD in the input
data and/or a discrepancy in its spatial distribution. The large
tree crowns tend to arrange themselves into clusters with free
space between them (see e.g. Mottus, 2006). Figure 21, with
spots of direct SW radiation passing through the canopy, and
location views in Sect. S3 of the Supplement suggest that this
is the case at location 08-2_H. However, the method used for
the calculation of the LAD distribution within the tree crown
does not consider such clusters, leading to possible under-
estimation of total transmissivity of the whole tree crown.
Moreover, PALM uses a constant extinction coefficient for
calculation of the optical density from the LAD value, which
can lead to overestimation of optical density if clusters are
significant at the sub-grid scale. However, this can be miti-
gated by decreasing the LAD value. These examples confirm
the importance of the precise estimate of the structure of the
tree LAD in the inputs for the PALM simulations, although
gathering of such information presents a complicated task.

5.1.7 Discretization issues

PALM discretizes the domain in a Cartesian grid, where all
values in every grid box are represented by one value. This
leads to standard discretization errors. Moreover, the current
version of PALM uses the so-called mask method to repre-
sent obstacles (terrain, buildings), where a grid box is either
100 % fluid or 100 % obstacle; consequently, any surface is
represented by orthogonal grid faces (see Fig. 4). Besides
implications with respect to the near-surface flow dynamics,

which can be locally affected, this discretization increases
effective roughness and enlarges surface area. The step-like
surface representation also modifies the direction of the nor-
mal vector and the mutual visibility of the particular grid sur-
faces, which in turn also affects the surface net radiation and,
thus, the surface energy balance. The observations of the sur-
face temperature allow us to demonstrate a few selected im-
plications for radiative transfer and surface energy balance.

The first observed consequence of the discretization is the
fact that the sub-grid-sized surface features cannot be rep-
resented, whereas in reality, these objects can significantly
influence the shading of parts of the surface. This effect can
be observed in many of the studied locations (see Sect. S3 in
the Supplement), and it needs to be carefully taken into ac-
count when making a point comparison of the related surface
values.

The effects caused by the step-like surface representation
include artificial shading and the alteration of the surface nor-
mal vector. Both of these effects can be observed and studied
in the case of slope terrain as well as in the case of non-grid-
aligned walls. As an example, let us show the wall around
observation location 07-1 (see Fig. 22; for complete location
information, see Sect. S3 in the Supplement). This wall is ori-
ented to the east with a slight inclination to the north. The up-
per row of Fig. 22 shows the observed photo on 20 July 2018
at 09:37 UTC and the 3D view of the modelled incoming
SW radiation on this wall at the corresponding modelling
time step. The bottom row shows the same situation approxi-
mately 1 h later, at 10:38 UTC. In the first case, the entire wall
is irradiated by direct solar radiation, whereas the model re-
sults indicate artificial shading of some grid faces caused by
the step-like representation of the wall. The second case, 1 h
later, shows the situation when the wall is shaded in reality
but some of the corresponding model grid faces are irradiated
by direct solar radiation due to their slight turn to the east in
comparison with the real wall.

Two further consequences of the orthogonally gridded
model surfaces are an altered distribution of the reflected ra-
diation and artificial self-reflections owing to the step-like
terrain and wall representation. The first effect is difficult to
demonstrate in the observed data due to less direct attribu-
tion of the reflected radiation to the individual source sur-
faces and due to the partial masking of reflected radiation
by the stronger direct radiation. The second effect can be
demonstrated, for example, on the wall around location 07-
2_V on 20 July at 11:37 CET (see Fig. 23). In reality, the wall
is not irradiated by direct solar radiation at this moment, as
can be seen from the RGB photo. The south-facing grids of
the model wall (“steps”) are illuminated by direct radiation,
and the radiation reflected from them then irradiates adjacent
grid faces turned to the west (oriented close to the original
wall direction) – an effect which has no counterpart in real-
ity.

These potential sources of problems especially need to be
considered, due to their local nature, when making point-
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Figure 21. IR and RGB photos showing the locations of evaluation points, and the graph of the observed (dots) and modelled (lines) surface
temperature for these evaluation points during the summer e2 episode (19–21 July 2018). The left half of the figure shows location 12-1_H
(the asphalt playground in the courtyard of Sinkule house), and the right half of the figure shows location 08-2_H (asphalt concrete surface
in Terronská Street). The grey dashed line shows the corresponding WRF skin layer temperature. The grey areas denote night-time.

Figure 22. East-facing wall in N. A. Někrasova Street around location 07-1_V (see Fig. 1 and the detailed location information in Supplement
Sect. S3). The top row shows the observed photo on 20 July 2018 at 09:37 UTC and the 3D view of the modelled incoming SW radiation on
this wall at the corresponding time step, and the bottom row shows the same situation at 10:38 UTC.

to-point comparisons of modelled and observed quantities.
However, when averaging over larger areas, one may expect
that these artificial effects partially mutually compensate for
one another due to the unchanged amount of incoming global
radiation. However, the differences in reflections can still
lead to significant changes in the global energy balance of
the surface.

To estimate the impact of the discretization on the aver-
aged simulation results of the wall, we ran two idealized
simulations of a street canyon. The simulation domain had
2 m grid resolution and it contained one west–east-oriented
30 m wide street canyon that had a height of 20 m. The
simulated day was 19 July 2018 (the first day of the sum-
mer e2 episode). The radiation was simulated by the coupled
RRTMG model and the meteorological conditions were set
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Figure 23. West-facing wall in N. A. Někrasova Street around location 07-2_V (see Fig. 1 and the detailed location information in Supplement
Sect. S3). The figure shows the observed photo on 20 July 2018 at 10:37 UTC (left) and the 3D view of the modelled incoming SW radiation
on this wall at the corresponding modelling time step (right).

as constant (west wind 1 m s−1, potential temperature at sur-
face 295 K). The simulation started at 03:00 am with a pre-
ceding 24 h spin-up run and covered the 16 sunny hours of
the day. The first simulation employed the standard grid with
no rotation, whereas the second simulation had the grid ro-
tated by 45◦, utilizing PALM’s ability to set grid rotation.
This means that the walls of the street canyon were precisely
aligned with the grid in the first case, whereas they were rep-
resented by steps-like structures in the second case due to the
45◦ angle that they form with the grid. The averaged results
of the surface temperature, SW irradiation and net radiation
over the south-facing wall are presented in Figs. S22 and S23
in the Supplement. The results shows that the differences can
reach about 3 ◦C for surface temperature, over 100 Wm−2

for SW irradiance, and about 80 Wm−2 in the case of net ra-
diation. These effects cannot simply be neglected, and more
focused research is needed. Some potential ways to amend
the model are discussed in Sect. 6.2.

5.2 Wall heat flux

Observations of the wall heat flux (HF) in two locations (see
Sect. 2.3.2) allow a direct comparison with the wall heat flux
simulated by the model. Moreover, the observations of the
surface temperature from the sensor allow both validation of
the PALM model and the observations obtained by the IR
camera (see Sect. 2.3.2).

During the summer campaign, HF observations took place
in Sinkule house from 19 July to 3 August and at the Zelená
location from 3 to 7 August. This period only partly over-
laps with the summer e2 modelling episode. The graphs of
heat flux and surface temperature are shown in Fig. 24. The
sharp rise in observed HF and temperature before 06:00 UTC
is caused by the direct irradiation of the sensors by the sun;
therefore, the data between around 06:00 and 08:00 UTC
cannot be taken as valid measurements. (Similar peaks are
visible in the PALM outputs before sunset.) The sharp drop

in HF on 20 July after 06:00 UTC was caused by the sen-
sor becoming unglued, which was fixed at about 08:00 UTC.
The modelled and observed wall heat flux on the ground
floor shows a similar diurnal cycle with similar amplitude, al-
though the model slightly overestimates the observed values
by about 5 to 10 Wm−2, whereas the corresponding mod-
elled surface temperature agrees fairly well with the obser-
vations. The modelled wall heat flux on the first floor shows
a pronounced diurnal cycle, whereas the observed wall heat
flux shows only a weak diurnal cycle with a significantly
smaller amplitude. The modelled surface temperature, how-
ever, shows a smaller amplitude with higher night-time but
lower daytime temperatures compared with the observations,
which is in agreement with the respective wall heat fluxes
where the model increasingly partitions the available energy
into the wall heat flux.

The winter HF observations at Sinkule house cover the e3
episode from 4 to 6 December, and the observations at the
Zelená location fit with the e2 episode for 27–28 Novem-
ber (see Fig. 25). Even though the modelled surface tem-
perature at Sinkule house for the ground floor observation
is overestimated by around 2 ◦C with respect to the observed
value during daytime, the modelled and observed wall heat
fluxes agree fairly well during the period shown, especially
for the first and second day. In contrast, on the first floor, the
modelled wall heat flux (absolute value) and surface temper-
ature are strongly overestimated, especially during the nights.
The minimum of the modelled wall heat flux goes down to
−50 Wm−2 during the night from 5 to 6 December while
observations suggest values between −10 and −15 Wm−2.
The situation at the Zelená location is similar: the observed
HF fluctuates around−40 Wm−2 during the nights while the
modelled counterpart goes down to −80 W m−2. This be-
haviour suggests that the thermal wall resistance of higher
floors of the Sinkule and Zelená buildings are underesti-
mated. Sinkule house is an older building that was insulated
in the past except for the ground floor. The real thermal re-
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Figure 24. Modelled (green) and observed (blue) wall heat flux (a, c) and surface temperature (b, d) for 19–21 July 2018 for the ground floor
wall (a, b) and for the first floor wall (c, d) at the Sinkule house location. The grey areas denote night-time

sistance of this additional insulation layer, which is set in the
input data to approximately 6 cm of polystyrene, is probably
underestimated, and the real insulation is more efficient. The
details regarding the wall material used in the Zelená build-
ing were not available, and some type of construction block
was assumed; however, its thermal conductivity in the model
is probably overestimated.

5.3 Street canyon meteorological quantities

Data collected by the mobile meteorological stations and ve-
hicles allow us to compare modelled atmospheric quantities
against observations within several street canyons. This sec-
tion presents graphs and statistics of modelled and observed
temperature and wind speed. Graphs are presented for sum-
mer e1, summer e2, and winter e3 episodes here; the com-
plete results for all episodes are available in Sect. S5 in the
Supplement, which also contains corresponding graphs of
vertical sensible heat flux and relative humidity. The com-

parison graphs contain values from the WRF simulation to
allow assessment of the benefits of the microscale model.

5.3.1 Air temperature

Figure 26 shows time series of modelled and observed air
temperature within different street canyons for the sum-
mer e1, summer e2, and winter e3 episodes. In the sum-
mer scenarios, the daily cycle of air temperature is gener-
ally captured by PALM. The modelled maximum air temper-
ature generally agrees well with the observed maximum but
is somewhat underestimated, especially at the Sinkule loca-
tion. The modelled night-time minimum values tend to be
too warm compared with the observation, which is in accor-
dance with the less stable modelled conditions as indicated
by Fig. 5. The spatial variability in the model air tempera-
ture shown, indicated by the red shaded area, is rather low,
suggesting that the comparison of modelled and observed air
temperature does not suffer from any location biases. In ad-
dition, Fig. 26 also shows 1-hourly averaged 2 m air tem-
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Figure 25. Modelled (green) and observed (blue) wall heat flux (a, c, e) and surface temperature (b, d, f) for 5–6 December for the ground
floor (a, b) and the first floor (c, d) at the Sinkule house location, and at the Zelená location on 27–28 November (e, f). The grey areas denote
night-time.
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perature as modelled by WRF and inferred from the WRF
grid point closest to the observations. As WRF was set up
without urban parameterization and buildings were not ex-
plicitly considered, a direct comparison of PALM and WRF
results for street canyon locations is not appropriate, but it
can provide useful insight into whether deviations of PALM-
modelled values arise from the driving mesoscale model or
from a different source. Similar to the temperature simulated
in PALM, the WRF-modelled 2 m air temperature also shows
lower daytime maximum temperatures compared with the
observations, while even lower minimum temperatures are
modelled at night-time, which is in contrast to PALM. This,
in turn, suggests that the overly warm night-time tempera-
tures within the street canyon do not arise from the driving
mesoscale simulation but from a different source.

In the winter case, the modelled air temperature reflects
the evolution of the observed air temperature, although the
air temperature during the first day and the minimum tem-
perature during the first night are overestimated in all street
canyons, while WRF-modelled temperatures agree well with
the observations. Starting from the second night until the end
of the simulation, it is striking that the modelled air temper-
ature is significantly overestimated by about 2 to 5 K. This
can be attributed to the driving mesoscale WRF simulation
which indicates a similar overestimation of air temperature
when WRF was not able to capture night-time cooling. This
nicely shows that the performance of the building-resolving
LES strongly depends on the driving mesoscale simulation.
If the results on the mesoscale are biased, this error will also
propagate into the LES.

Statistical metrics for the model performance over all lo-
cations and scenarios considered are given in Table 3. For
the summer scenarios, the street canyon air temperature is
slightly underestimated during daytime, whereas it is over-
estimated during night-time due to insufficient cooling near
the surface. For the winter scenarios PALM overestimates the
day- and night-time temperatures by about 1.5 K, which can
be partly explained by the driving synoptic conditions. The
scatter between observations and model results is about 2 K
without any significant difference between day- and night-
time or between summer- and wintertime. It is striking that
the correlation between modelled and observed air tempera-
ture is higher during the daytime where the daily cycle is usu-
ally well captured, whereas the correlation is lower at night-
time where the night-time air temperature is often overesti-
mated.

5.3.2 Wind speed

The simulated and observed wind speed in the respective
street canyons for the summer e1, summer e2, and winter e3
episodes is summarized in Table 4 and plotted in Fig. 27;
the complete graphs for all episodes are shown in the Sup-
plement in Sect. S5. The graphs also show values simulated
by the WRF model to illustrate the added value of the high-

resolution LES simulations. Summary metrics for both mod-
els and all episodes (Table 4) show similar model perfor-
mance in summer and winter with only slightly better statis-
tics in summer. Both campaigns exhibit a significant overes-
timation. However, all measures show that PALM is partially
able to correct biases imposed by its driving boundary con-
ditions.

The wind speed in the summer campaign generally shows
good agreement except at the Orlík location, where signifi-
cantly higher wind speeds are simulated by the model. We
hypothesize that this is attributable to the nearby tree crowns
in the street, which have a radius of 2 m in the model, but
a radius of about 5 m in reality (see corresponding photo in
Fig. S7 in the Supplement). The uncertainty of the results at
this location is also increased by large spatial gradients of the
wind speed near the buildings which makes precise fitting of
the modelled and observed values sensitive to any spatial in-
accuracy.

The daily cycle of the modelled wind speed in the winter
scenario is roughly captured at the Sinkule location, except
at night-time when the PALM-modelled wind speed is gen-
erally overestimated (as also indicated in Fig. 6). This over-
estimation of the modelled wind speed, which is also accom-
panied by increased temporal variability, is also visible at the
other stations; this might be linked to the insufficient repre-
sentation of the stable boundary layer. Moreover, the day-
time values are mostly overestimated, but this overestima-
tion is much lower than that during nights. This overestima-
tion could also be generally linked to the inaccuracies in the
boundary conditions from WRF (which overestimates near-
surface wind speed), which is expected when not using an
urban parameterization (see e.g. Halenka et al., 2019), while
the wind speed is partly overestimated also at higher levels
(see Fig. 6).

5.3.3 Wind speed on the roof

To assess model behaviour in the urban canopy outside the
street canyon, a comparison of the wind speed measured on
the roof of the highest building in the child LES domain
(FSv – Faculty of Civil Engineering CTU) with PALM is
presented. In order to illustrate the added value of the high-
resolution LES simulations, outputs of the WRF are pro-
vided along with measurements from the nearest synoptic
station Praha-Ruzyně for reference (reliable wind direction
measurements were only available from the synoptic station).
The graphs for the summer e2 and winter e3 episodes are
shown in Fig. 28. The time series for the summer e1 episode
and the winter e1 and e2 episodes are presented in Fig. S21 in
the Supplement. Summary metrics for all episodes are given
in Table 5. The wind speed is generally overestimated, with
smaller errors in the summer simulations – a difference al-
ready present in the driving WRF simulation. In a compari-
son of the two models, PALM shows better agreement with
observations with the exception of the correlation coefficient,
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Figure 26. Street canyon temperature at 3.9 m (Sinkule house) and 4.6 m (other) for the summer e1 (a, b, c), summer e2 (d, e, f), and winter e3
(g, h, i) episodes. Observations are shown as 10 min averages (green dots) and moving 1 h averages (green line). PALM simulations are shown
as moving 1 h averages (blue line), 10 min averages (solid black line), and the interval between the smallest and the largest 10 min average
among the neighbouring grid points (red band). The grey dashed line denotes the 1 h averages of temperature at 2 m at the closest WRF grid
point. The grey shaded areas indicate night-time. Please note that the black curve indicating the 10 min average is mostly hidden by the blue
curve indicating the 1 h average. The spatial variations in temperature are usually very small, especially in the winter case, meaning that the
red curve is hidden most of the time.

which is similar in summer and even higher for WRF results
in winter. For most of the episode, the PALM-simulated wind
speed is closer to the FSv observations than the WRF results
as well as the background Praha-Ruzyně observations. Dur-
ing the winter e3 episode, the differences are considerable.
In particular, there is a large peak in the evening of 6 Decem-
ber, which confirms the disagreement of the wind profiles in
Fig. 6.

5.4 Street canyon air quality

This section presents a comparison of modelled and observed
concentrations of NOx and PM10. The simulated and mea-
sured concentrations of NOx in the summer e1, summer e2,
and winter e3 episodes are shown in Fig. 29. The complete
graphs for NOx , PM10, and PM2.5 for all episodes can be
found in Sect. S5 in the Supplement. Summary statistics for
NOx 1 h average concentrations for aggregated summer and
winter episodes are presented in Tables 6 and 7. Statistics
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Table 3. Statistical metrics of modelled 1 h averaged air temperature within different street canyons. The statistics are evaluated over all
locations and episodes considered, and they are partitioned into summer and winter as well as day- and night-time. The statistical metrics for
the modelled 2 m air temperature in WRF are also given for completeness.

Summer episodes Winter episodes

Day Night Day Night

PALM WRF PALM WRF PALM WRF PALM WRF

N 233 233 122 122 210 210 370 363
mean obs. (◦C) 24.1 24.1 19.3 19.3 3.5 3.5 2.4 2.4
mean mod. (◦C) 23.5 22.4 20.0 17.7 5.1 4.2 4.0 2.7
MB (◦C) −0.6 −1.7 0.7 −1.6 1.6 0.7 1.6 0.3
RMSE (◦C) 2.0 2.4 1.8 2.3 2.1 1.7 2.5 2.2
R 0.91 0.93 0.73 0.78 0.91 0.89 0.85 0.81

N denotes ensemble size; mean obs. denotes the observed mean value; mean mod. denotes the modelled mean value;
MB denotes the mean bias; RMSE denotes the root mean square error; R denotes the Pearson correlation coefficient.

Table 4. Statistical metrics of modelled 1 h averaged wind velocities within different street canyons. The statistics are evaluated over all
locations and episodes considered. Summer and winter episodes are distinguished. The statistical metrics for the modelled 10 m wind speed
in WRF are also given for completeness.

Summer episodes Winter episodes All episodes

PALM WRF PALM WRF PALM WRF

N 354 354 580 573 934 927
mean obs. (m s−1) 0.5 0.5 0.6 0.6 0.5 0.5
mean mod. (m s−1) 0.9 2.0 1.1 3.5 1.0 2.9
FB 0.5 1.2 0.6 1.4 0.6 1.4
NMSE 1.0 3.4 1.3 6.6 1.2 5.9
R 0.50 0.38 0.55 0.45 0.53 0.42

N denotes ensemble size; mean obs. denotes the observed mean value; mean mod. denotes the modelled
mean value; FB denotes the fractional bias; NMSE denotes the normalized mean square error; R denotes
the Pearson correlation coefficient.

were calculated separately for street canyon locations influ-
enced directly by the traffic and for the courtyard of Sinkule
house, which, with respect to traffic, represents an urban
background. Similar summary statistics for PM10 are pre-
sented in the Supplement (Tables S8, S9).

PALM coupled with a driving mesoscale model has a po-
tential to represent both the magnitude and the temporal evo-
lution of street-level NOx concentrations and, thus, elimi-
nate the underprediction of the mesoscale model. This is es-
pecially true for different types of street canyons, but it is
also important to mention that the differences between urban
background and street canyon locations are captured well.
Variability in PALM 1 h average NOx concentrations ex-
pressed as a standard deviation is about 50 % larger than that
of observed data in summer episodes for both street canyon
and background locations. In winter episodes, the situation
is the opposite. When we check the large PALM overpredic-
tions (e.g. 15 July after sunset, 21 July in the morning, or
25 November after sunrise), these all happen, almost exclu-
sively, when the driving CAMx model gives values within
the range of the observations or even largely overestimates

the observations. Similarly, situations when PALM under-
predicts the NOx concentrations happen when the increase
in the observed values is not reflected by the driving model,
as is the case for the second half of the winter e2 episode.
As can be seen from Fig. S17, a strong surface temperature
inversion on 28 November at 00:00 UTC and especially at
06:00 UTC is not captured by WRF which, in turn, impacts
PALM meteorology (which at least partially reflects the ob-
served inversion) and boundary concentrations.

It is also evident that the simulated NOx concentrations
are closer to the measurements in the summer episodes,
especially in the street canyon locations. However, high-
resolution modelling of concentrations in winter is more
challenging due to local heating and the associated uncer-
tainties of the emissions. The strong simulated peak in the
morning of 25 November, which is also present in the CAMx
results, does not appear to be present in the measurements
at all. A detailed examination of the concentration fields re-
vealed the strong effect of local heating sources as well as an
impact from the boundary conditions.
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Figure 27. Street canyon wind speed at 10 m (Sinkule house) and 6.8 m (other) for the summer e1 (a, b, c), summer e2 (d, e, f), and winter e3
(g, h, i) episodes. Observations are shown as 10 min averages (green dots) and moving 1 h averages (green line). PALM simulations are
shown as moving 1 h averages (blue line), 10 min averages (solid black line), and the interval between the smallest and the largest 10 min
average among neighbouring grid points (red band). The grey dashed line denotes 1 h averages at 10 m at the closest WRF grid point. The
grey shaded areas indicate night-time.

For PM10, PALM overpredicts observations during win-
ter episodes, and the variability in its outputs is also approx.
50 % larger than in observed data; this is the complete oppo-
site of the case for NOx .

The PALM metrics for NOx and PM10 computed from all
available 1 h concentration averages at all points where mea-
surements were available (not shown) fulfil the criteria for
dispersion models as suggested by Chang and Hanna (2004).
Although these criteria were developed for simpler models,
they are applied to a more complex problem here and are

good indicators of fitness for purpose. More specifically, the
absolute value of the fractional bias is less then 0.3, the frac-
tion of predictions within a factor of 2 of the observations
is more than 50 %, and the random scatter expressed as geo-
metric variance (VG; not shown in tables) is within a factor
of 2 of the mean (i.e. VG < 1.6). These criteria are also ful-
filled for data split into summer/winter episodes and street
canyon/background locations with the following exceptions:
VG is 1.8 for winter background NOx and no criteria are ful-
filled for summer background PM10.
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Figure 28. Time series of wind speed and wind direction on the roof of the tallest building of the Faculty of Civil Engineering of the Czech
Technical University for the summer e2 (top) and winter e3 (bottom) episodes. The graphs show wind speed, and the boxes of arrows show
wind direction. The red colour represents the observations, the blue colour represents the PALM modelled values, the green colour represents
values from the WRF model, and the black line represents the values from the nearest synoptic station at Praha-Ruzyně. Thin dotted lines
represent 10 min averages, and the thick solid lines are 1 h moving averages of wind speed. The arrows represent 2 h averages of wind
direction. PALM model results are taken from the child domain with a 2 m horizontal resolution.

Table 5. Comparison of 1 h average wind speed measured on the rooftop of FSv with WRF and PALM results for the same location.

Summer episodes Winter episodes All episodes

PALM WRF PALM WRF PALM WRF

N 176 172 219 213 395 385
mean obs. (m s−1) 2.3 2.3 1.7 1.7 2.0 2.0
mean mod. (m s−1) 2.5 3.5 2.6 4.1 2.5 3.8
FB 0.07 0.41 0.43 0.85 0.26 0.65
NMSE 0.34 0.47 0.75 1.47 0.54 0.97
R 0.61 0.60 0.43 0.59 0.49 0.52

N denotes ensemble size; mean obs. denotes the observed mean value; mean mod. denotes the modelled
mean value; FB denotes the fractional bias; NMSE denotes the normalized mean square error; R denotes
the Pearson correlation coefficient.
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Figure 29. Street canyon NOx concentrations at 3.9 m (Sinkule house) and 4.6 m (other locations) for the summer e1 (a, b, c), summer e2 (d,
e, f), and winter e3 (g, h, i) episodes. Observations are shown as 10 min averages (green dots) and moving 1 h averages (green line). PALM
simulations are shown as moving 1 h averages (blue line), 10 min averages (black line), and the interval between the smallest and the largest
10 min average among the neighbouring grid points (red band). The grey dashed line denotes the CAMx 1 h concentration for the lowest
level (lowest 50 m above ground) at the closest CAMx grid point. The grey shaded areas indicate night-time.

In addition to the stationary measurements, mobile ob-
servations of the air quality indicators were performed (see
Sect. 2.3.4 for measurement details and Fig. 1 for place-
ment of the measurement locations). Figure 30 shows graphs
comparing observed values of NOx with modelled values in
grid boxes corresponding to the position of the mobile in-
struments. For the comparison of PM10, see Sect. S5 in the
Supplement. The observed NOx values show quite high vari-
ability within the short time frame of the measurements at
many locations (variability between 20 and 160 µgm−3). On
the other hand, the oscillations are very small during some
other measurements (e.g. location 6–17 on 19 July and partly

location 13 on 4 December). This high variability in some
measured values suggests the impact of a very close local
emission source (e.g. buses at bus stations or local heating),
but this cannot be verified with the data available. Moreover,
these oscillations are not present in the PM10 observations,
which supports the hypothesis of local NOx sources in con-
trast to dynamical causes.

During the winter episode, NOx observations show much
higher variability than during the summer episode. During
the morning series, modelled values correspond quite well
to observations for the most part with the exception of loca-
tion 11 where the model is 2–5 times lower. The afternoon
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Table 6. Comparison of 1 h average NOx concentrations measured in the street canyons with CAMx and PALM results for the same location.

Summer episodes Winter episodes All episodes

PALM CAMx PALM CAMx PALM CAMx

N 224 224 363 360 587 584
mean obs. (µgm−3) 22.6 22.6 54.5 54.7 42.3 42.4
mean mod. (µgm−3) 26.2 4.6 42.1 13.9 36.0 10.4
standard deviation obs (µg m−3) 14.9 14.9 56.1 56.3 47.7 47.8
standard deviation mod (µg m−3) 21.8 4.5 33.4 13.8 30.5 12.1
FB 0.1 −1.3 −0.3 −1.2 −0.2 −1.2
NMSE 0.5 5.0 0.8 5.5 0.8 6.4
FAC2 0.70 0.09 0.67 0.20 0.68 0.16
R 0.62 0.29 0.70 0.52 0.70 0.57

N denotes ensemble size; obs. denotes the observed concentration; mod. denotes the modelled value; FB denotes the fractional
bias; NMSE denotes the normalized mean square error; FAC2 denotes the fraction of predictions within a factor of 2 of the
observations; R denotes the Pearson correlation coefficient.

Table 7. Comparison of 1 h average NOx concentrations measured in the Sinkule yard with CAMx and PALM results for the same location.

Summer episodes Winter episodes All episodes

PALM CAMx PALM CAMx PALM CAMx

N 130 130 200 197 330 327
mean obs. (µg m−3) 8.6 8.6 33.9 34.2 23.9 24.0
mean mod. (µg m−3) 9.6 5.7 35.5 13.6 25.3 10.5
standard deviation obs. (µg m−3) 7.1 7.1 39.1 39.3 33.1 33.2
standard deviation mod. (µg m−3) 9.5 5.5 29.5 12.7 26.9 11.1
FB 0.1 −0.4 0.0 −0.9 0.1 −0.8
NMSE 0.9 0.8 1.0 3.7 1.2 4.2
FAC2 0.78 0.60 0.66 0.49 0.71 0.53
R 0.50 0.62 0.54 0.39 0.61 0.47

N denotes ensemble size; obs. denotes the observed concentration; mod. denotes the modelled value; FB denotes the fractional
bias; NMSE denotes the normalized mean square error; FAC2 denotes the fraction of predictions within a factor of 2 of the
observations; R denotes the Pearson correlation coefficient.

series shows good agreement at locations 2, 3, 4, 13, and 14.
At locations 10 and 11, the model results are again consis-
tently lower than observations.

6 Summary and conclusions

6.1 Summary of the results

In this study, PALM LES simulations driven by mesoscale
WRF and CAMx simulations were performed for a real ur-
ban environment in Dejvice, Prague, the Czech Republic.
Modelled meteorological, air quality, and surface quantities
were compared against in situ measurements taken during a
specially designed observation campaign.

The PALM model properly adjusts to the temporally
evolving WRF and CAMx conditions and simulates the tem-
poral evolution and daily amplitude of street canyon quanti-
ties in most cases, with some noticeable exceptions such as
insufficient night-time cooling under some conditions. How-

ever, correct results depend on proper driving conditions as
well as on the correct setting of the urban canopy proper-
ties in the model and the spatial and temporal distribution
of emissions. The importance of the urban canopy proper-
ties was demonstrated in many particular cases. It was also
shown that the driving WRF model does not perfectly repro-
duce the observations, resulting in discrepancies in the wind
speed and potential temperature propagating into the PALM
solution via the boundary conditions given by WRF.

Concentrations of NOx were modelled well in some situa-
tions and PALM properly adds a local air pollution increment
to the urban background values provided by the CAMx sim-
ulation, although the model overestimates the concentrations
of NOx for some places and times (mainly around sunset
or sunrise). This is probably related to atmospheric stabil-
ity and uncertainties in modelling stably stratified turbulent
flow. The opposite situation (i.e. the underestimation of NOx)
occurs less often. These discrepancies could be partially at-
tributed to uncertainties of the emissions and imperfection
in boundary conditions provided by WRF and CAMx, al-
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Figure 30. Mobile NOx measurements (+ markers) and modelled concentrations (solid lines) for the morning of 19 July (a), the morning
of 26 November (b), the morning of 4 December (c), and the afternoon of 4 December (d). Numbers refer to mobile measurement locations
according to Fig. 1.

though another probable cause is PALM misrepresenting the
turbulent flow under some meteorological conditions. This
issue needs further investigation. PM10 concentrations were
modelled less accurately than NOx , which can be mainly at-
tributed to the driving model and overestimated emissions of
resuspended dust.

The modelled surface temperature agrees reasonably well
with the observed one at most of the surface EPs. How-
ever, it is striking that the agreement is usually better for
the summer episodes when strong radiative forcing exists
than for the winter episodes when the model results are more
prone to uncertain specification of material properties as well
as inaccuracies in atmospheric conditions from the driving
mesoscale model. The surface temperature of pavement sur-
faces and of wall surfaces belonging to traditional build-
ings based on bricks or building blocks is usually modelled
well, whereas the surface temperature of modern buildings
with multilayer prefabricated walls is captured less accu-
rately. At low-vegetated ground surfaces, the modelled sur-
face temperature also agrees well with the observation, even
though we note that the model results strongly depend on a
proper description of initial soil moisture and probably on
other soil parameters. In addition to an accurate prescription
of surface-material parameters, an accurate representation of

the LAD is also essential for accurate modelling of the local
atmosphere–surface exchange. Even though this study con-
tains some indicative sensitivity investigations for the studied
domain and episodes, we note that a systematic sensitivity
study on the model input parameters is outside the scope of
this paper; thus, the reader is referred to Belda et al. (2021).

6.2 Lessons learnt and outlook for future
improvements

This study also points towards particular aspects in the
model, its configuration, the input data preparation, and the
observation strategy that deserve particular focus in the fu-
ture.

The current version of the PALM input standard (PIDS)
and implementation of BSM allows discretization of the
walls into four layers, independent of the thickness and the
structure of the real wall, meaning that the grid resolution of
the wall layers may differ among different wall surfaces. Fur-
ther, wall material properties for complex walls with multiple
layers are sometimes not well captured by only four wall lay-
ers, leading to under- or overestimation of the thickness of
the insulating layer, among other discrepancies. A variable
number of wall layers would allow more realistic representa-
tion of wall material properties. Moreover, prespecified typ-
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ical structures of complex wall compositions in BSM would
simplify proper initialization of these walls.

The current method of discretization of terrain and build-
ings in PALM is bound to the Cartesian model grid, which
means that the entire volume of each grid cell contains either
atmosphere or obstacle. If the modelled domain contains un-
even terrain, sloped roofs, or walls that are not parallel to
the grid axes, the discretization creates artificial steps which
affect radiative fluxes as well as the airflow. Such step-like
surfaces on facades create both artificially shaded and arti-
ficially sunlit surfaces which also affect the energy balance
of the facade. Even though these effects are strongest locally,
they can also bias the aggregated values for larger surface ar-
eas. A major change of discretization is planned for future
versions of the PALM model in which the representation of
arbitrarily oriented surfaces will be allowed for all PALM
surface-related processes, thereby avoiding the creation of
artificial steps.

In the current version of the radiative transfer model
(RTM), all surfaces are considered as Lambertian reflectors,
meaning that directional reflection at windows or polished
materials cannot be considered, even though such reflection
can be found at almost every facade. This, in turn, adds un-
certainty to the surface net radiation and, thus, to the en-
ergy balance at the surrounding surfaces. Implementation of
specular reflection is planned to better simulate the radiative
transfer at glass and polished surfaces.

The analysis of air and surface temperatures revealed in-
sufficient nocturnal air cooling under certain meteorological
conditions where the stratification is not captured properly by
the model. In this study, the incoming radiation is explicitly
prescribed, while radiative cooling of the air volume itself is
not considered. Hence, in order to check how sensitive the
model results are to this, test simulations where we applied
the RRTMG radiation scheme and where radiative cooling of
the air volume is considered were run; however, we observed
a similar insufficient cooling in this case. This insufficient
nocturnal cooling requires further future investigation.

Another implication arises from the mesoscale nesting
approach. The analysis of the wind speeds at higher lev-
els and the analysis of temperatures revealed that PALM
partly reflects the conditions simulated by the mesoscale
model (WRF), especially during wintertime. Thus, the er-
ror made on the mesoscale is propagated into the LES, bias-
ing its simulation results. To minimize this mesoscale forc-
ing bias on the LES results, the driving mesoscale conditions
might be further combined with additional nudging terms in-
ferred from observations, continuously nudging the imposed
boundary conditions for the LES towards the observations.

The study suggests strong sensitivity of the results to the
accuracy of input data, such as the wall-material properties
and the structure of tree crowns. The sensitivity of PALM
to material parameters is more systematically investigated in
Belda et al. (2021). Bulk parameters prescribed for certain
building categories might strongly deviate from the actual

conditions at the building. Hence, the usage of bulk input
parameters might significantly modify the simulation results
locally. Other detailed observations are needed to improve
properties of the of the wall, roof, and pavement material cat-
egories. The study also stresses the need for correct setting of
the initial soil moisture for low-vegetation surfaces.

The experimental campaign also serves as a source of use-
ful experience for future studies of similar type. Modern
buildings with high amounts of glass and other reflective ex-
terior surfaces proved to be challenging for surface tempera-
ture measurements using an IR camera. The reflections often
obscure the emitted thermal radiation from the surface; thus,
the IR camera does not provide a reliable way to observe sur-
face temperature for such surfaces.

Data from mobile measurement vehicles proved to be dif-
ficult to interpret and difficult to draw statistically relevant
conclusions from due to the influence of the strong local tem-
porally and spatially evolving emissions, which are difficult
to simulate in the emission model. In future, either a signif-
icantly higher number of measurements would be required
or the effort should be concentrated elsewhere. One direction
for consideration is a combination of traditionally compre-
hensive vehicle-observation stations with a wider network of
more limited sensors.

Although drones, at first sight, offer another promising di-
rection, drone measurements in a city are unfortunately lim-
ited by various restrictions imposed by the air traffic con-
trol and land owners. The entire city of Prague is located in
controlled airspace starting at ground level and including our
area of interest. Other requirements for useful drone obser-
vations are matching height and speed changes to instrumen-
tation characteristics, such as relaxation time. Preparatory
test flights in consultation with the drone operator may be
necessary. Regular balloon soundings from the Praha-Libuš
station proved to be indispensable. In future, increasing the
frequency of measurements during a measurement campaign
would be very useful, and the possibility of dedicated sound-
ings in the area of interest should be considered. However,
this is also limited by restrictions similar to those on drone
observations.

In summary, the ability of PALM to represent reality to
a reasonable degree depends not just on the representation
of physical processes in the model itself, but on input-data
quality and the accuracy of the mesoscale forcing. Thus, for
future studies, it is valid to question where the focus should
lie: should it be on further improving the model to better
reflect physical processes in the urban boundary layer, or
should it be on obtaining as accurate and detailed input data
as possible. In the authors’ opinion, however, these options
are not mutually exclusive but have to be balanced against
each other. Focusing mainly on the input data will sooner
or later result in a situation where the model performance is
constrained by an insufficient representation of the physics,
and a model with perfect physical processes will still need
very good and detailed input data to produce practically rel-

https://doi.org/10.5194/gmd-14-4797-2021 Geosci. Model Dev., 14, 4797–4842, 2021



4836 J. Resler et al.: PALM model validation in a real urban environment

evant output. The task of attributing the relative importance
of these sources of uncertainty has been extensively tested in
the field of numerical weather prediction and climate mod-
elling in a number of coordinated projects producing large
ensembles of simulations, including the currently ongoing
CMIP6 (Eyring et al., 2016) and CORDEX (Giorgi et al.,
2009; Gutowski et al., 2016) projects. In our case, a simi-
lar approach of employing different models and model set-
ups as well as testing their respective sensitivity to input data
would allow assessment of the sources of uncertainty. How-
ever, due to the enormous computational resources required
for these kinds of simulations, such an endeavour is not feasi-
ble for one modelling team and it would benefit from the kind
of framework of coordinated experiments that are a norm in
the climate modelling community.
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Appendix A: Statistical measures used in the paper

Apart from the means and standard deviations of observed
and modelled values, the following normalized statistics are
used to summarize model performance. Please note that we
adopted the convention that bias is positive when the model
overestimates observations.

The factor of 2 (FAC2) refers to the fraction of predictions
within a factor of 2 of the observations.

The fractional bias is calculated as follows:

FBX = 2 ·
Xmodel−Xobs

Xmodel+Xobs
.

The normalized mean square error is calculated as follows:

NMSEX =
(Xmodel−Xobs)2

Xmodel ·Xobs
.

For temperature (in ◦C) the following non-normalized
statistics were used:

the mean bias, calculated as

MB= Tmodel− Tobs;

the mean absolute bias, calculated as

MAB= |Tmodel− Tobs|;

and the root mean square error, calculated as

RMSE=
√

(Tmodel− Tobs)2.
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Code and data availability. The PALM model system is freely
available from http://palm-model.org (PALM, 2021) and is dis-
tributed under the GNU General Public Licence v3 (http://www.
gnu.org/copyleft/gpl.html, last access: 28 June 2021). The model
source code version 6.0 in revision r4508 used in this article is
also available from https://doi.org/10.25835/0073713 (Resler et al.,
2020a). The configurations and inputs of the model for all simulated
episodes are available from http://hdl.handle.net/11104/0315416
(Resler et al., 2020b).
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Vlček, O., Karlický, J., Geletič, J., and Halenka, T.: High Resolu-
tion Air Quality Forecasting Over Prague within the URBI PRA-
GENSI Project: Model Performance During the Winter Period
and the Effect of Urban Parameterization on PM, Atmosphere,
11, 625, https://doi.org/10.3390/atmos11060625, 2020.

ENVIRON, CAMx User’s Guide, Comprehensive Air Quality
model with Extensions, version 6.50, Novato, California, avail-
able at: https://www.camx.com, (last access: 28 June 2021),
2018.

Eyring, V., Bony, S., Meehl, G. A., Senior, C. A., Stevens, B.,
Stouffer, R. J., and Taylor, K. E.: Overview of the Coupled
Model Intercomparison Project Phase 6 (CMIP6) experimen-
tal design and organization, Geosci. Model Dev., 9, 1937–1958,
https://doi.org/10.5194/gmd-9-1937-2016, 2016.

FLIR: FLIR SC660 R and D INFRARED CAMERA SYS-
TEM, Product leaflet, available at: https://www.flir.eu/support/
products/t660 (last access: 28 June 2021), 2008.

Gehrke, K. F., Sühring, M., and Maronga, B.: Modeling of land-
surface interactions in the PALM model system 6.0: Land
surface model description, first evaluation, and sensitivity to
model parameters, Geosci. Model Dev. Discuss. [preprint],
https://doi.org/10.5194/gmd-2020-197, in review, 2020.
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T., Belda, M., Halenka, T., Žák, M., and Pišoft, P.: Urban canopy
meteorological forcing and its impact on ozone and PM2.5: role
of vertical turbulent transport, Atmos. Chem. Phys., 20, 1977–
2016, https://doi.org/10.5194/acp-20-1977-2020, 2020a.
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Abstract. Sensitivity of the PALM model 6.0 with respect
to land-surface and building properties is tested in a real ur-
ban environment in the vicinity of a typical crossroads in a
densely built-up residential area in Prague, Czech Republic.
The turbulence-resolving PALM is able to simulate the ur-
ban boundary layer flow for realistic setups. Besides an ac-
curate representation of the relevant physical processes, the
model performance also depends on the input data describ-
ing the urban setup, namely the building and land-surface
properties. Two types of scenario are employed. The first one
is the synthetic scenarios altering mainly surface and mate-
rial parameters such as albedo, emissivity or wall conductiv-
ity, testing sensitivity of the model simulations to potentially
erroneous input data. Second, urbanistic-type scenarios are
analysed, in which commonly considered urban heat island
mitigation measures such as greening of the streets or chang-
ing surface materials are applied in order to assess the limits
of the effects of a particular type of scenario. For the syn-
thetic scenarios, surface parameters used in radiation balance
equations are found to be the most sensitive overall followed
by the volumetric heat capacity and thermal conductivity of
walls. Other parameters show a limited average effect; how-
ever, some can still be significant during some parts of the
day, such as surface roughness in the morning hours. The
second type, the urbanistic scenarios, shows urban vegeta-
tion to be the most effective measure, especially when con-
sidering both physical and biophysical temperature indica-

tors. The influence of both types of scenario was also tested
for air quality, specifically PM2.5 dispersion, which gener-
ally shows opposite behaviour to that of thermal indicators;
i.e. improved thermal comfort brings deterioration of PM2.5
concentrations.

1 Introduction

Investigation of the urban climate and especially that of the
urban heat island (UHI) phenomenon still faces new chal-
lenges, despite decades of intensive research (Oke, 1982;
Arnfield, 2003; Souch and Grimmond, 2006; Mills, 2014).
Even with increasing computing capabilities and geographic
information systems (GISs), there is a need for standard-
ized research methods. Furthermore, research output should
be applicable in practice (Stewart, 2011; Mills, 2014). Mi-
croscale meteorological and climate models have been in-
creasingly used for simulations of real urban city environ-
ments, especially the impacts of changes in the city structure
on the environmental conditions that affect the inhabitants.
For a long time, cities have been known to strongly mod-
ify the surface energy balance and atmospheric conditions by
trapping energy in the city, causing the UHI (Oke, 1982). In
addition to that, global changes in climate, especially global
temperature increase, are expected to have a worldwide in-
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fluence on human society and other natural ecosystems with
potentially severe impacts (IPCC, 2014a).

The increase in heat load in urban areas has been reported
to have a substantially harmful effect on public health (Patz
et al., 2005; Haines et al., 2006; Ebi, 2011) with an increase
in mortality rates (Kovats and Hajat, 2008; Zanobetti et al.,
2012). On the other hand, when appropriate adaptation mea-
sures are applied, these negative consequences can be miti-
gated (Gill et al., 2007; Hunt and Watkiss, 2011; Müller et al.,
2013; IPCC, 2014b). In this context, various UHI mitigation
measures are being considered, with greening of the environ-
ment as a typical example. Application of these measures,
however, needs some prior information about their potential
effectiveness. For that, it is important to know how sensitive
the environment is to the city layout (e.g. building height or
street width) and the material-specific parameters used to de-
scribe urban surfaces (e.g. reflectivity or roughness).

As the public and the administrative authorities are be-
coming aware of the problem, the demand for scientifically
based urban climate studies grows, particularly model-based
studies that can provide reliable projections on the city- or
street-level scale. Besides an accurate representation of the
relevant physical processes in urban climate models, their
performance also depends on the accuracy of the input data
that define the urban environment, for example, the build-
ing heights and building physical properties; the location of
trees, their shape and leaf area density; or land-surface pa-
rameters. However, many model or physical parameters de-
scribing the city environment are only known approximately
or are not available at all. Therefore, it is important to know
the sensitivity of the model results to the uncertainties in the
input data in order to assess the spread of potential deviations
in model simulations or, in planning stages, which parame-
ters are to be gathered with higher priority in data collection
campaigns.

In practice, different model types are being used for urban
studies, ranging from radiation models (SOLWEIG – Lind-
berg et al., 2008, 2018; RayMan – Matzarakis et al., 2010)
to atmospheric kilometre-scale numerical weather prediction
(NWP) and climate models with integrated urban parameter-
izations to detailed street-scale models. Considering their re-
spective approaches and resolutions, different model groups
can give quite different answers to the potential users. Re-
gional climate models, for example, typically use idealized
street canyon schemes (e.g. single-layer urban canopy model,
SLUCM – Kusaka et al., 2001; building effect parameteri-
zation, BEP – Martilli et al., 2002; building energy model,
BEM – Salamanca et al., 2010) which can be useful for sim-
ulations of city quarters or entire cities, but given their rela-
tively low resolution, they can perform simulations on long
timescales and for large regions or even continents. On the
other side of the spectrum are very high resolution metre-
scale models that can give quite a detailed picture of individ-
ual streets and buildings, but due to computational require-
ments they are usually limited in their spatial and temporal

coverage. Our study uses the latter approach, so we limit the
following summary of the state of the art to the street-scale
models.

Parameter sensitivity studies for urban flow models based
on computational fluid dynamics (CFD) are rare and typi-
cally deal with parameters such as grid size and/or resolu-
tion or the type of turbulence model included (e.g. Ai and
Mak, 2014; Ramponi and Blocken, 2012; Crank et al., 2018).
More common are studies that consider the effect of potential
changes in urban development, such as tree planting, green
roofs or changes in certain surface materials, typically in-
creasing reflectivity. For example, Ashie and Kono (2010)
evaluate the impact of a redevelopment plan in two districts
of Tokyo using a RANS-based (Reynolds-averaged Navier–
Stokes) CFD model and Gross (2012) considers the effects of
various green design elements, such as green facades, green
roofs, lawns and trees, also using a RANS-based CFD code.
Many previous studies have also applied the RANS code
called ENVI-met, though the focus has been on a small num-
ber of specific changes instead of a systematic model sen-
sitivity study (e.g. Su et al., 2014; Emmanuel and Locon-
sole, 2015; Lobaccaro and Acero, 2015). For an extensive
review of available studies with a description of the ENVI-
met model, we refer to Gál and Kantor (2020); for a compre-
hensive metastudy comparing methodologies and results of
microscale and mesoscale models, please see Krayenhoff et
al. (2021).

Large-eddy simulation (LES) is a branch of CFD in which
the large turbulent eddies are explicitly resolved and simu-
lated, unlike RANS where all turbulent eddies are parame-
terized. The LES method has been shown to perform better
in resolving instantaneous turbulence structures in a complex
urban environment (e.g. García-Sánchez et al., 2018; Salim
et al., 2011; Gousseau et al., 2011; Tominaga and Stathopou-
los, 2011). However, to the best of our knowledge, compre-
hensive sensitivity studies on how LES results for urban envi-
ronments depend on the input data accuracy are non-existent
to date.

This paper presents a systematic sensitivity analysis of
the LES-based PALM model system 6.0 (Maronga et al.,
2015, 2020) during a heatwave period. The selected area of
interest is based in a real urban district in Prague, Czech Re-
public. Our interest concentrates on the sensitivity of the air
temperature, surface temperature and PM2.5 (particulate mat-
ter less than 2.5 µm in aerodynamic diameter) concentration
to the parameters describing the properties of the urban sur-
faces. The purpose of this study is twofold: first, to evalu-
ate potential errors in model simulations introduced by erro-
neous setting of material parameters in the model (e.g. if the
parameters are not measured correctly or with enough de-
tail or are only roughly estimated) and, second, to show the
potential and limits of various idealized measures typically
considered for urban heat island mitigation.

The paper is organized as follows: Sect. 2 describes the
LES model and the numerical setup and gives an overview
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of the sensitivity simulations. The results of the sensitivity
analysis and mitigation measures are presented in Sect. 3. A
summary and discussion of the results is given in Sect. 4.

2 Experiment setup

2.1 Model description

The PALM model system 6.0 (revision 4093) (Maronga et
al., 2015, 2020) consists of the PALM model core, sev-
eral embedded modules and PALM-4U (short for PALM for
urban applications) components which have been specifi-
cally developed for modelling the urban environment. The
PALM model core resolves the non-hydrostatic, filtered,
incompressible Navier–Stokes equations for wind (u,v,w)
and scalar quantities (potential temperature, water vapour
mixing ratio, passive scalar) on a staggered Cartesian grid
in Boussinesq-approximated form. The sub-grid-scale terms
that arise from filtering are parameterized using a 1.5-order
closure by Deardorff (1980), with modifications after Mo-
eng and Wyngaard (1988) and Saiki et al. (2000). One of the
assets of PALM is its excellent scalability for massively par-
allel computer architectures (up to 50 000 processor cores;
see Maronga et al., 2015).

This study applies several modules embedded in PALM,
namely the land surface model (LSM; Gehrke et al., 2020),
plant canopy model (PCM) and radiation model. The ra-
diation model applies the Rapid Radiation Transfer Model
for GCMs (RRTMG), which has been used as an exter-
nal library. Furthermore, the following PALM-4U compo-
nents are applied: the Cartesian topography, building sur-
face model (BSM, formerly USM; see Resler et al., 2017),
model of radiation interaction with surfaces and plant canopy
– the so-called radiative transfer model (RTM; see Krč et
al., 2021), and human biometeorology (BIO; see Frölich and
Matzarakis, 2020 and Krč et al., 2021) and online chemistry
(CHEM; see Khan et al., 2021) modules.

Additionally, both self-nesting and offline nesting features
of PALM-4U are utilized. In self-nesting a domain with a
finer resolution can be defined inside a larger domain, and
this subdomain (child domain) receives its boundary con-
ditions from the coarse-resolution parent domain at every
model time step (Hellsten et al., 2021). In offline nesting,
the initial and boundary conditions for the mean flow of the
parent domain are provided from, for example, a mesoscale
model using a dynamic driver, while the child domain re-
ceives all information from its parent (Kadasch et al., 2020).
As offline nesting is usually used for coupling to a large-
scale or mesoscale model that does not resolve turbulence,
it is triggered at the model boundaries using a synthetic tur-
bulence generator (STG), which imposes spatially and tem-
porally correlated perturbations at every time step onto the
velocity components at the lateral boundaries.

Two modelling domains were connected with the one-way
online nesting feature of PALM (see Sect. 2.3 for more de-
tails). The initial and boundary conditions of the parent do-
main were taken from a WRF model simulation using the
offline nesting feature of PALM-4U; the boundary condi-
tions were updated at every model time step (Sect. 2.2.2).
The WRF data were processed by the PALM supplementary
WRF_interface; for a description see Resler et al. (2020).

For an overview of the PALM model, embedded modules
and the PALM-4U components, see Maronga et al. (2020),
and for details see the other papers in this special issue.

2.2 PALM model setup

2.2.1 General model configuration

The dynamic core of the PALM model was configured with
the Wicker and Skamarock fifth-order advection scheme
(Wicker and Skamarock, 2002) and the multigrid pressure
solver (Hackbusch, 1985; Maronga et al., 2015). The radia-
tive fluxes were simulated by RRTMG, and their interactions
with the urban canopy layer were modelled by RTM (Krč et
al., 2021). The surface energy balance for the individual sur-
faces (vegetation, pavement, buildings, water) was calculated
by the LSM and BSM components (Maronga et al., 2020).
The dynamic and energy processes caused by resolved trees
and shrubs were modelled by PCM. The chemistry module
was configured for NOx , PM10 and PM2.5 species without
chemical reactions, and boundary conditions were set to zero
to simulate purely the passive transport of the emitted pollu-
tants and consequently to simplify attribution of the sensitiv-
ity tests to local features.

To initialize temperatures of walls, grounds and roofs, a
48 h spin-up simulation for the BSM and LSM was con-
ducted. During this spin-up run, the model solves only sim-
plified energy processes while the effects of the airflow on
the energy balance were held constant (see Maronga et al.,
2020). The simplifications also include a simple radiation
model instead of RRTMG and switching off the window
treatment in BSM. The spin-up allows us to establish rea-
sonable initial temperatures inside the ground, wall and roof
material layers while keeping the computational demands
within an acceptable range.

2.2.2 WRF model configuration

Initial and boundary conditions for the parent domain of
the PALM-4U simulations were obtained from a WRF
model simulation initialized from the Global Forecast Sys-
tem (GFS) operational analyses and forecasts. WRF (version
3.8.1) was run on two nested domains with horizontal resolu-
tions of 9 and 3 km and 49 vertical levels. The dimensions of
the inner domain were 187× 121 grid points. The configura-
tion was standard: Noah LSM, RRTMG radiation and Yonsei
University scheme for the planetary boundary layer (PBL).
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According to preliminary tests no urban parameterization
has been used in the WRF model and the settings arising
from the MODIS land use categories have not been altered.
We used four runs of GFS daily, starting at synoptic times,
namely 18:00 UTC on the previous day and 00:00, 06:00 and
12:00 UTC on the day of the simulation. From each of these
GFS runs, the first 12 h was taken and downscaled by WRF.
The forecast horizons 0–6 h served as a spin-up and were
discarded. The remaining horizons 7–12 from each run were
assembled into 24 hourly outputs per day. Thus a surrogate
for local analysis has arisen, aiming at elimination of a possi-
ble drift of WRF model fields from reality while adding local
effects not simulated by the global GFS.

WRF outputs from the 3 km domain were postprocessed
into the PALM dynamic driver. The data were transformed
between coordinate systems, and a horizontal and vertical
interpolation was applied including terrain-matching proce-
dures. The interpolated airflow was adjusted to enforce mass
conservation. The tool for processing the WRF data into the
PALM dynamic driver file has been a part of the official
PALM distribution as WRF_interface since revision 4766;
the description of this process is given in Resler et al. (2020).

2.2.3 Surface and material parameters

For solving the energy balance equations, BSM and LSM
require using detailed and precise input parameters describ-
ing the surface materials (e.g. albedo, emissivity, roughness
length, thermal conductivity, capacity of the skin layer, ther-
mal capacity and volumetric thermal conductivity). Urban
and land surfaces and materials become very heterogeneous
in a real urban environment when going to a very fine spa-
tial resolution. Any bulk parameterization for the whole do-
main would be inadequate. For our study, a very detailed set-
ting of the parameters was supplied everywhere possible. In
order to obtain the data, an extensive on-site campaign was
performed which provided a detailed database of geospatial
data including information on wall, ground, and roof materi-
als and colours for estimating the surface and material prop-
erties (Resler et al., 2017). The original geodatabase was ex-
tended with information about neighbouring streets and up-
dated with new modifications (see Sect. 2.3 for detailed de-
scription).

Surfaces are described by their respective material cate-
gory and albedo. Parameters other than albedo are estimated
and assigned to each category based on surface and subsur-
face material composition and thickness. The parameters of
all subsurface layers of the respective material were set to
the same value. The skin layer heat capacity C0 and heat
conductivity between the skin layer and the first material
layer 3 (see Eqs. 1 and 2 in Resler et al., 2017) were inferred
from the properties of the near-surface material, which may
be different in the rest of the volume. Parameter settings of
the categories used in this study are given in the Supplement
as Table S01. Trees in the analysed domain were described

by their respective position, diameter, trunk parameters and
vertically stratified leaf area density. The Prague 3D model
available from the Prague Institute of Planning and Devel-
opment was used to obtain the building height database.
The Prague 3D model is based on photogrammetric (aerial)
mapping and is freely available on the Prague Opendata por-
tal (https://www.geoportalpraha.cz/cs/data/otevrena-data/
44EE8B0A-641A-45E8-8DC9-CF209ED00897, last ac-
cess: 13 July 2021 – only available in Czech). Data are
provided in CAD (DWG or DGN) or Esri (polygon or mul-
tipatch) format. The original product accuracy in 2012 was
0.5 m, but the model is updated yearly and current accuracy
is around 0.2 m. Description and properties of surfaces and
materials were assembled into standard GIS formats and
subsequently transformed into the PALM input NetCDF
files corresponding to the PALM Input Data Standard (PIDS
– Heldens et al., 2020).

2.3 Study domain description

The study domain in Holešovice, Prague, was adapted
from Resler et al. (2017), covering the vicinity of a cross-
roads of the streets Dělnická and Komunardů in a densely
built-up area in Prague, Czech Republic (50◦06.195′ N,
14◦27.000′ E). The area is well suited for this type of study
as it represents a typical Prague residential area in a rather
topographically flat (terrain elevation ∼ 180 m a.s.l.) part of
the city with a variety of urban components, including old
and new residential buildings, backyards, and parking spaces.
The two streets run north to south (Komunardů) and west to
east (Dělnická) and have the width of roughly 25 and 17 m,
respectively. The buildings in the area range approximately
from 10 to 35 m in height. There is not much vegetation in
the area, and the majority of the trees are located in the court-
yards. The surrounding neighbourhood is very similar to the
study area (Fig. 1, right).

A few minor modifications were made to the study domain
from the previous analysis of Resler et al. (2017). Firstly, the
horizontal extent of the domain was extended from the origi-
nal 376 m× 226 m to 400 m× 256 m. This was important for
the domain multiplication in a synthetic domain setup (see
Sect. 2.4); the new domain ends in the middle of streets in
all directions. Secondly, the central part of the intersection,
where a small asphalt polygon (∼ 11 m2) in the real street
was partially replaced by cobblestones (∼ 7 m2 of cobble-
stones and∼ 4 m2 of asphalt), was modified in the input data
accordingly. A last minor change from the previous analy-
sis is the height of the highest building which was physi-
cally rebuilt and is now 35 m high. The domain covers an
area of 102 400 m2, of which 48 451 m2 is the total build-
ing footprint, 48 356 m2 (∼ 22.9 % of total domain surface
area) is impervious surfaces and 5593 m2 (∼ 2.7 %) is per-
vious surfaces (e.g. grass). Each building has three levels –
lower, often markets and shops; upper, typically residential;
and roof. The lower level is covered by 9933 m2 (∼ 4.7 %) of
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Figure 1. Design of model domains; black-bordered rectangles represent the parent domain; red-bordered rectangle represents the child
domain. Solid red rectangle represents one unique domain with the real environment before multiplication. Projection: WGS 84 / UTM zone
33N; orthophoto source: Prague Institute of Planning and Development.

windows and 20 837 m2 (∼ 9.9 %) of walls; the upper level is
covered by 22 861 m2 (∼ 10.8 %) of windows and 52 169 m2

(∼ 24.7 %) of walls. The roof area is 51 044 m2 (∼ 24.2 %).
The total area of all surfaces in the domain is 210 793 m2. At
the time of this study, 158 trees were in the area of which 4
were coniferous and 154 were broadleaved.

2.4 Synthetic modelling domains

The study domain described above is too small for realistic
large-eddy simulations because the largest turbulent eddies
are of the size of the boundary layer height, which in Eu-
rope can reach up to 2.5 km in summertime (e.g. Seidel et
al., 2012, or Zhang et al., 2013). In order to resolve the tur-
bulent transport of these eddies, the horizontal model domain
size must be at least 2–3 times the boundary layer height and
thus be on the order of several square kilometres, which is
much larger than the model domain employed in the present
study (Resler et al., 2017). Moreover, to allow simulations of
real meteorological conditions, non-cyclic boundary condi-
tions with offline nesting were considered, using the meteo-
rological model WRF and a synthetic turbulence generator.
This setting, however, requires a sufficient horizontal extent
of the domain to allow development of the correct turbulent
flow. For this purpose, a nested two-domain setup with one-
way online nesting was utilized as described in Sect. 2.1, and
synthetic domains were generated by horizontal multiplica-
tion of the original domain.

The parent domain had a horizontal grid spacing of 8 m
and was created by 7 repetitions of the original domain
in the west–east direction and 11 repetitions in the south–
north direction. Moreover, an additional flat buffer zone
was added on all sides of the domain. The width of this
buffer was 25 grid cells at the west and east boundaries and

24 grid cells at the south and north boundaries. Thus, the ex-
tent of the complete parent domain is 400× 400 grid cells
(3200 m× 3200 m) in both directions. The domain was con-
figured with 120 vertical layers using the layer-stretching ap-
proach so that the vertical grid spacing of 8 m was stretched
above 120 m by a factor of 1.08 until a grid spacing of 24 m
was reached. The resulting domain top was at 2.5 km.

The nested fine-resolution domain (hereafter child do-
main) was configured with a refinement ratio of 4, having
a 2 m grid resolution in all directions, and it consisted of
four original domains: two in the west–east direction and two
in the south–north direction. The extent of the domain was
400× 256× 40 grid cells (800 m× 512 m× 80 m). The child
domain was located asymmetrically in the left part of the par-
ent domain, and the evaluation was carried out on the south-
west part of it (see Fig. 1). This configuration was selected
due to an easterly wind flow during the modelled episode.

2.5 The modelled heatwave episode

This study focuses on modelling the thermal comfort, and
therefore a heatwave episode on 2–3 July 2015 was cho-
sen for these simulations. One advantage of this choice is
that the previous version of the model was also validated
on this period (see Resler et al., 2017). A detailed descrip-
tion of the weather during the modelled period is also pro-
vided in Resler et al. (2017). The weather was characterized
by a high-pressure system centred above the Baltic Sea with
mostly clear skies and the daily maximum temperature ex-
ceeding 30 ◦C while the minimum did not fall below 20 ◦C
(tropical night). Relative humidity values ranged from 30 %
during the day to 65 % at night. Easterly winds were ob-
served with values mostly below 2.5 m s−1 above the roof
level. A maximum wind speed of 3–4 m s−1 at a 10 m height
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was observed at the Karlov station (WMO 11519, around
4 km south of the modelled domain) on the afternoon of
2 July 2015, during the spin-up, and at the end of 3 July 2015.
According to the atmospheric sounding, a low-level jet from
the south and south-east was observed during the night, with
a maximum wind speed of 10 m s−1 at 640 m a.s.l. (950 hPa).
At night, a south to south-east low-level jet was observed in
the atmospheric soundings, with a 10 m s−1 maximum wind
speed at 640 m a.s.l. (950 hPa). The time of the sunset was
19:15 UTC on 2 July 2015; sunrise was at 02:58 UTC and
solar noon at 11:06 UTC on 3 July 2015.

2.6 Air pollution and emissions

Air pollution sources in the modelling domain are dominated
by the local road traffic. Based on the Czech national emis-
sion database, the mobile sources represent approximately
60 % of total emissions for Prague for particulate matter and
75 % for NOx (CHMI, 2018). Considering those ratios and
the fact that there is no major point source in the area, we
decided to include only the traffic sources in the analysis.
The emission fluxes are estimated based on the daily traf-
fic intensities, which are available from annual traffic cen-
sus data, for all streets in both directions. Emission fac-
tors, taken from a local Czech database (MEFA 13, 2013),
give the pollutant release per vehicle per metre of travel,
based on vehicle and fuel type. For our study area, the as-
sumption was that all vehicles were passenger cars, which
is reasonable for this residential neighbourhood. The traffic-
related emissions are spatially uniformly distributed into traf-
fic lanes and temporally distributed using prescribed hourly
factors also derived from available annual traffic census data
(see Fig. S10 for daily spatial distribution). Magnitudes of
emission fluxes range from 0.03 to 0.34 g d−1 m−2 for NOx ,
from 6 to 58× 10−3 g d−1 m−2 for PM10 and from 3 to
32×10−3 g d−1 m−2 for PM2.5. We chose the PM2.5 to be the
pollutant of interest; however, considering the emission cre-
ation methodology and the fact that all chemical reactions are
omitted in our simulations, the conclusions (in a qualitative
sense) would be the same for other pollutants. We opted not
to include interactive chemistry and only consider the disper-
sion of PM2.5 due to the time frame of the secondary aerosol
formation being considerably longer than the lifetime of air
in the domain and thus not significantly influencing the sen-
sitivity experiments (see Sect. 4.2 for discussion of this limi-
tation).

2.7 Sensitivity tests

For evaluating the influence of the parameter changes, a
baseline simulation was performed in which the parameters
tested were set to “real” values, that is, values measured or
estimated based on materials used in the actual buildings and
other surfaces in the domain. The scenario simulations, di-
vided into two groups, synthetic and urbanistic, then changed

one or more of these parameters as described in the following
two sections.

2.7.1 Synthetic scenarios – sensitivity to the setting of
material parameters

For the first group of sensitivity tests, a suite of synthetic sce-
narios was selected based on the most important variables in
the urban environment. These scenarios target potential bi-
ases in the model outputs connected to the imprecise setting
of relevant city environment parameters which have a major
influence on the energy balance and dynamics of the model
such as albedo or roughness. These parameters are notori-
ously difficult to obtain with a sufficient resolution and are
thus usually set in a very general way and sometimes even
tuned to the model results. As model errors can stem from
many different sources, such as model deficiencies, chaotic
behaviour or imperfect input data, we aim to quantify which
part of the error can be attributed to the setting of these pa-
rameters.

Since the analysis by Resler et al. (2017), the PALM mod-
elling system has been extended with new features. Accord-
ing to the new functionalities, window and wall fractions
were mapped for each building in BSM and more detailed
plant canopy parameters were included in PCM. In total 21
scenarios (hereafter SA scenarios) were prepared that each
change one specific parameter of the surfaces (and/or plant
canopy) from the baseline simulation. Table 1 summarizes
the parameter changes for the SA scenarios, the surfaces af-
fected by the change and the fraction of the total surface area
affected in the respective scenario.

2.7.2 Urbanistic scenarios – sensitivity to urban heat
island mitigation measures

The second group of scenarios was designed more from the
urban planners’ point of view, i.e. assessing the influence of
(in)appropriate urban planning actions on improving thermal
comfort and air quality. These scenarios present several mea-
sures typically taken into account when dealing with the UHI
effect, such as greening or changes in the surface materi-
als, simplified to distinguish individual influence (e.g. when
changing roads to grass, the emissions are not changed). Al-
though not necessarily realistic, these scenarios provide the
urban planners with an assessment of the maximum poten-
tial influence of certain common types of urban development
(e.g. removal of all trees versus planting trees everywhere).
The design of the scenarios stemmed from discussion with
various authorities of the City of Prague in the framework
of the Urbi Pragensi project (http://www.urbipragensi.cz, last
access: 13 July 2021). A detailed description of this group of
scenarios (hereafter denoted by SB) is included in Table 2.
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Table 1. Scenarios testing model sensitivity to changes in material parameters with fraction of affected domain surface area (column Surf.
fraction). A detailed description of surfaces is in Sect. 2.3.

Scenario Description Surfaces Surf. fraction (%)

SA01 Albedo increase +20 % Walls, roofs, surfaces 100.0

SA02 Albedo decrease −20 % Walls, roofs, surfaces 100.0

SA03 Emissivity set to the average for each group of sur-
faces

Land cover: 0.8922; lower walls: 0.9263;
upper walls: 0.9278; Roofs: 0.7233

100.0

SA04 Average SA03 emissivity +20 % Average is SA03, max 1.0 100.0

SA05 Average SA03 emissivity −20 % Average is SA03 100.0

SA06 Roughness increase +20 % Walls, roofs, surfaces 100.0

SA07 Roughness decrease −20 % Walls, roofs, surfaces 100.0

SA08 Thickness increase +20 % Walls, roofs, surfaces 100.0

SA09 Thickness decrease −20 % Walls, roofs, surfaces 100.0

SA10 Transmissivity of windows increase +20 % Walls (windows only) 15.6

SA11 Transmissivity of windows decrease −20 % Walls (windows only) 15.6

SA12 Thermal conductivity inside wall increase +20 % Walls 34.6

SA13 Thermal conductivity inside wall decrease
−20 %

Walls 34.6

SA14 Volumetric heat capacity increase +20 % Walls, roofs, surfaces 100.0

SA15 Volumetric heat capacity decrease −20 % Walls, roofs, surfaces 100.0

SA16 Window fraction increase +20 % Walls 18.7

SA17 Window fraction decrease −20 % Walls 12.5

SA18 Leaf area density increase +20 % Trees

SA19 Leaf area density decrease −20 % Trees

SA20 Soil moisture increase +20 % Pervious surfaces only 2.7

SA21 Soil moisture decrease −20 % Pervious surfaces only 2.7

3 Results

Due to the different nature of the two sets of scenarios, the
analysis of the model results will be performed separately
for the synthetic SA scenarios and urbanistic SB scenar-
ios. However, some aspects of the analysis are common to
both. The chaotic nature of the turbulent flow in the domain
requires an application of time averaging which needs to
be sufficiently long to smooth out turbulent fluctuations yet
short enough to capture the diurnal variability. In the time se-
ries plots, we opted to show 10 min averaged values together
with hourly moving averages. Summary tables (Table S02 in
the Supplement), on the other hand, show 3 h averages along
with daily averages, minima and maxima. One important as-
pect of the modelling setup which must be kept in mind
when analysing the results is that the model spin-up period
uses a constant dynamic and simplified energy model (see

Sect. 2.2.1), and thus the initial thermal conditions (ground,
wall and roof temperatures) are not in total agreement with
temperatures that would have been obtained by a full model
run. This can impose differences on the simulation behaviour
in the first hours from standard behaviour in the following
hours when this initial effect vanishes, which may limit the
applicability of the results in the first few hours of the simu-
lation after the spin-up. However, as most of the differences
between respective simulations begin to appear after sunrise,
this influence can be neglected.

Spatial variability is analysed by averaging over the whole
domain as well as separately over several selected domain
parts. A particular focus is on the two crossing streets and
courtyards. For maps with point positions and area selec-
tions, see the Supplement (Figs. S01–S09). The most impor-
tant variables for the end users were chosen as primary in-
dicators. They include surface temperature, air temperature,
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Table 2. Scenarios testing sensitivity of the model results to UHI mitigation measures.

Scenario Description Note

SB01 Building height increase +20 % Street canyon ratio
SB02 Building height decrease −20 % Street canyon ratio
SB03 All surfaces (pavement) changed to asphalt Land cover
SB04 All surfaces (pavement) changed to concrete Land cover
SB05 All surfaces (pavement) changed to cobblestones Land cover
SB06 All surfaces (pavement) changed to white cobblestones Land cover
SB07 Tram green line Land cover
SB08∗ All surfaces insulated∗ Walls only∗

SB09 Water channel instead of tram line, roads changed to grass Land cover, no changes in emissions
SB10 Green areas changed to asphalt, trees deleted Grey city 1
SB11 Asphalt except main roads and pavements changed to grass,all trees deleted Grey city 2
SB12 Trees planted at each possible place, placed 128 Acer platanoides Green city
SB13 New tree alley: Dělnická, centre-line position Acer platanoides
SB14 New tree alley: Dělnická, both-side position Acer platanoides
SB15 New tree alley: both streets, both-side position Acer platanoides
SB16 All trees coniferous More dense crown
SB17 Include anthropogenic heat flux A/Cs, heating, etc.

∗ Scenario SB08 was removed from further analysis because results were significantly affected by numerical instability solved in PALM revision 4240.

PM2.5 concentrations and two biophysical temperature char-
acteristics – mean radiant temperature (MRT) and physiolog-
ical equivalent temperature (PET) – all at the height of the
human body represented by the first 2 m high layer (for def-
initions and information about the implementation of MRT
and PET in PALM, see Frölich and Matzarakis, 2020, and
Krč et al., 2021).

All scenario simulations are analysed with respect to the
baseline simulation (a model run with the original parame-
ter values). Figure 2 shows the spatial distribution of basic
variables in the domain for the baseline simulation.

3.1 Sensitivity to material parameters

In the first part of the assessment, we analyse the model
sensitivity to the setting of building and material parame-
ters such as albedo or roughness (SA scenarios). Figure 3
shows the sensitivity as differences between respective sce-
narios and the baseline simulation for air temperature (other
variables are included in the Supplement as Figs. S11–S14)
in 24 h averages. Table S02 in the Supplement summarizes
all five analysed variables showing absolute values and dif-
ferences (plus the relative difference) of each SA scenario
from the baseline. Results are averaged for several areas: do-
main, east–west street (Dělnická), south–north street (Komu-
nardů), both streets (Streets) and courtyards. In general, the
following four parameters show the highest sensitivity for
temperature: albedo (SA01, SA02), emissivity (SA03–05),
thermal conductivity of walls (SA12, SA13) and volumetric
heat capacity (SA14, SA15) with a median response of up
to ±0.1 K (Fig. 3) and a maximum response reaching up to
±0.18 K in 3 h averages and up to ±0.4 K in 10 min aver-

ages for some parameters during the day (Table S02). Over-
all, the albedo setting (SA01, SA02) shows the highest sen-
sitivity of all parameters in this group. The lowest sensitivity
is observed for wall thickness (SA08, SA09), transmissivity
of windows (SA10, SA11) and soil moisture (SA20, SA21).
However, the reason for the low sensitivity to the changes in
the soil moisture lies mainly in a low percentage of the green
areas in the domain.

The daily cycle of air temperature also has an imprint
on the relative importance of respective parameters through-
out the day. Parameters used in incoming radiation routines
(namely albedo; SA01, SA02) are the most sensitive ones
in the middle of the day, when the radiative balance is gov-
erned mostly by incoming short-wave radiation. During the
night, emissivity (SA03–05) and the heat capacity of walls
(SA14, SA15) play a major role (see Table S02); thus sen-
sitivity to these parameters is higher then. Some parameters
show quite high sensitivity only for short periods during the
day. For example the window fraction shows low sensitiv-
ity in the morning hours, after which it increases at around
09:00–12:00 UTC (11:00–14:00 local time) and peaks in the
early evening at around 18:00–21:00 UTC (see SA16–17 in
Table S02). In this particular case, given that the response to
a lower window fraction is an increase in temperatures and
vice versa, the most likely explanation is the difference in
heat storage between windows (very low) and walls (higher),
which has a prevalent influence in low-sun periods of the day.

Air temperature, though fundamental for physical eval-
uation, is not necessarily the best quantity for evaluating
biophysical properties, namely thermal comfort. For this
purpose, MRT and PET variables combining other rele-
vant physical variables (radiation, humidity, airflow, etc.) are
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Figure 2. Daily average spatial variability in (a) air temperature, (b) surface temperature, (c) mean radiant temperature – MRT – and
(d) PM2.5 concentrations for the baseline simulation. Projection: WGS 84 / UTM zone 33N; layer with roofs is own data source.

used. Given the combination of various influences, MRT and
PET often show sensitivity higher than but inverse to that of
the air temperature. As a demonstration we show this for the
two most prominent scenarios, SA01 and SA02. In SA01, the
albedo is increased by 20 %, which results in a decrease in
daily surface temperatures by 0.5 K and a decrease of around
0.1 K for air temperature. On the other hand, by increasing
reflection at the surfaces, this change increases both MRT
and PET by 0.6 and 0.3 K, respectively. In daily maxima,
the increase in both biometeorological variables is even more
prominent and reaches up to 1.7 and 1.6 K, respectively. De-
creasing albedo by 20 % in SA02 has a similar effect in terms
of absolute numbers but with the opposite sign.

Influence on air quality, represented here by changes in
PM2.5 concentrations at the first model layer, originating
from emissions from local transportation, is generally much
less pronounced in all scenarios. For the dominant parame-
ters, such as albedo or emissivity, we still observe a similar
general tendency to increase (decrease) PM2.5 values with
increased (decreased) albedo (emissivity). This is opposite
behaviour to that of the surface and air temperatures, and it
is likely primarily caused by connected changes in the flow
regime as illustrated in Figs. 4 and 5 by a decrease (increase)
in wind speed with increased (decreased) albedo (also dis-

cussed in e.g. Žák et al., 2016). It should be noted here that,
due to non-linearity, the response to the symmetrically con-
structed scenarios (e.g. SA01 and SA02) need not be sym-
metric in the spatial distribution as also illustrated in Figs. 4
and 5. For example, the changes in wind speed are more pro-
nounced in the western part of the west–east-oriented street
and at the crossroads when decreasing the albedo. Further-
more, the sensitivity in some places, e.g. the northern part of
the north–south-oriented street or some courtyards, is such
that decreasing or increasing albedo both result in increasing
wind speed.

Long-term average changes in PM2.5 concentrations are
generally small and with the exception of singular peaks
(Fig. 6) lie within±5 % in most of the domain. The temporal
evolution of the response, however, may also differ depend-
ing on the geometric configuration as is also evident from
Fig. 6 which shows spatially averaged values for the two
main streets in the albedo-changing SA01 and SA02 scenar-
ios. The difference between the two scenarios is more pro-
nounced in the north–south-oriented Komunardů street in the
afternoon hours, while in the morning hours, the difference
is larger in the west–east-oriented Dělnická street.

The parameters we analyse influence the results mainly by
changing the energy balance of the horizontal and vertical
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Figure 3. Sensitivity of air temperature in SA (a) and SB (b) scenarios. Values represent grid box differences (scenario− baseline) of 24 h
averages in the first 2 m high layer. Box colours indicate related scenarios (e.g. blue for changing albedo, orange for changing emissivity).
Whiskers: values within 1.5× the interquartile range; crosses: outliers.

Figure 4. Daily average sensitivity of horizontal wind speed (1 m) expressed as the difference between scenario and baseline. (a) Scenario
SA01 (albedo increased by 20 %); (b) scenario SA02 (albedo decreased by 20 %). Projection: WGS 84 / UTM zone 33N; layer with roofs is
own data source.

surfaces in the model domain. Air temperature changes are
then mainly driven by the transfer of heat between these sur-
faces and air. In this context, we will now focus on the ef-
fect on surface temperatures. The highest sensitivity of sur-
face temperature is observed in the same scenarios as for

air temperature: albedo SA01 and SA02 (Fig. 7), emissivity
SA03–05, thermal conductivity SA12 and SA13, and volu-
metric heat capacity SA14 and SA15. The average response
reaches up to±0.5 K and the 3 h maxima reach up to±0.9 K

Geosci. Model Dev., 14, 4443–4464, 2021 https://doi.org/10.5194/gmd-14-4443-2021



M. Belda et al.: PALM model sensitivity in urban environment 4453

Figure 5. Daily average profiles of w2 (plotted as the difference: scenario− base case) averaged over the two main streets: the north–south-
oriented Komunardů (a) and the west–east-oriented Dělnická (b).

Figure 6. Changes in PM2.5 for the north–south-oriented Komunardů street (a) and the west–east-oriented Dělnická street (b) in scenarios
SA01 (albedo +20 %, blue) and SA02 (albedo −20 %, orange). Dotted lines: 10 min values; solid lines: 1 h moving average.

with albedo changes (SA01, SA02) and decreased emissivity
(SA05).

The model response to the surface parameters is also de-
pendent on the location. This stems mainly from the differ-
ences in the radiation budget during the day caused by posi-
tioning of urban elements (buildings and trees). At individual
points, the differences in surface temperature with respect
to the base case reach up to ±4 K in shorter periods in the

albedo change scenarios SA01 and SA02 (e.g. points C02
and C05 in the upper two panels of Fig. 7).

Air temperature showed a rather small sensitivity to
changes in soil moisture, which we attribute to a rather low
percentage of green areas in the domain. However, small ar-
eas covered with or in the direct vicinity of vegetation are
influenced significantly as shown in Fig. 8 for point F03. For
this and other similar points (e.g. F02, F04, H02), changes
in soil moisture show much higher sensitivity in surface tem-

https://doi.org/10.5194/gmd-14-4443-2021 Geosci. Model Dev., 14, 4443–4464, 2021



4454 M. Belda et al.: PALM model sensitivity in urban environment

Figure 7. Differences in surface temperature in evaluation points C02 (a), C05 (b), A02 (c) and D14 (d) for albedo-changing scenarios SA01
(blue) and SA02 (orange). Dotted lines: 10 min values; solid lines: 1 h moving average.

perature and biometeorological indicators (in the additional
outputs; see “Code and data availability” section for URL)
around noon with differences reaching up to 6 K. For other
examples of the influence of soil moisture on surface temper-
ature in a validation study of a real city environment, see also
Resler et al. (2020).

In some parts of the domain, the typical daily cycle of the
differences is even reversed in certain periods of the day. A
typical example of this behaviour is the sensitivity of surface
temperature to albedo changes (Fig. 7). While most surfaces
show an expected increase (decrease) in temperature with the
decrease (increase) in albedo (typical examples are points
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Figure 8. Soil moisture sensitivity of surface temperature difference for scenario SA20 (blue line) and SA21 (orange line) at point F03.
Dotted lines: 10 min values; solid lines: 1 h moving average.

C02 and C05 in Fig. 7), some analysis points (e.g. A02,
A04, B04, B06, D13, D14) show a reverse influence. Two
examples of the inverse behaviour are illustrated in Fig. 7
for points A02 and D14 (lower two panels), clearly show-
ing higher (lower) albedo resulting in higher (lower) surface
temperatures during some parts of the day, when presumably
increased (decreased) reflection from other surfaces brings
more (less) SW radiation at these points compared to for
the base case. The difference in the incoming SW radiation
for points A01 and A02 is demonstrated in Fig. S15 com-
paring the S01 (blue) and S02 (orange) scenarios with the
baseline (black): the A01 point (solid lines) receives less in-
coming radiation with increased albedo, while for the A02
point (dashed line) the incoming radiation is increased with
increased albedo due to reflection from opposite surfaces in
the corresponding time.

High spatial variability is also evident from other scenar-
ios and shows the importance of using very high resolution
models for local studies. As can be seen from, for example,
figures for the emissivity changing scenarios SA03–SA05 (in
the additional outputs; see “Code and data availability” sec-
tion for URL), while the spatially averaged response shows
mostly a simple daily cycle with a maximum change around
noon, some individual points (e.g. A02, A04) show maxima
in the morning and afternoon hours, while around noon the
effect diminishes. Depending on the individual surface radia-
tion budget given by the incoming solar radiation and reflec-
tions from other surfaces, some points experience a delayed
peak in the afternoon hours with an inverse response; i.e. in-
creased emissivity leads to an increase in temperatures (C04,
D02).

3.2 Sensitivity to urban heat island mitigation
measures

The second part of the sensitivity analysis focuses on the ur-
banistic scenarios. These scenarios include UHI mitigation
measures, which planners and decision makers might apply
to improve the bioclimatic situation in the city during high-
temperature conditions, especially heatwaves. Typically con-

sidered measures include planting trees or changing surface
materials (Table S02). As a contrast to SA scenarios, SB sce-
narios usually require changing more than one parameter at
once. For instance, replacing concrete with grass results in
changes in albedo, emissivity and roughness as well as in
other parameters.

Sensitivity of the model response to SB scenarios is also
summarized in Table S02. The most significant changes in
surface temperature are observed in scenarios SB09 (land
cover changes), SB10 (grey city 1) and SB11 (grey city 2),
while for air temperature (Fig. 3), SB09–11, SB12 (green city
with many planted trees), SB14 (new tree alley with both-
side position on the Dělnická street) and SB15 (new tree alley
with both-side position on both streets) show the strongest
sensitivity. Scenario SB09, in which grass replaces roads and
a tram line is replaced with a water channel, shows a decrease
in surface temperatures by up to 3.0 K and in air temperature
by up to 0.3 K. Grey-city scenarios SB10 and SB11 (Fig. 9),
on the other hand, tend to increase temperatures significantly
with 3 h maximum differences exceeding 2 K on the hori-
zontal surfaces, whereas for air temperatures an increase by
0.3 and 0.1 K, respectively, is found. However, this difference
between the two scenarios is dependent on the area of inter-
est. For example, in the north–south street (Komunardů), the
change in air temperatures is much more consistent between
the scenarios, with maxima reaching+0.5 K in the late after-
noon (Table S02 in the Supplement).

Scenario SB12 (green city with many planted trees) ap-
pears the most effective in decreasing temperature during the
day with surface temperature cooler by up to 4.0 K and air
temperature cooler by almost 0.5 K (Fig. 9). The effect is
smaller during the nighttime, when the decrease in temper-
ature is 0.8 and 0.12 K, respectively. Instead, scenario SB09
and even SB11 (removing trees but increasing grass-covered
area) show decreases of more than 1.0 and 0.15 K in the sur-
face and air temperatures.

In terms of thermal comfort, the two analysed characteris-
tics (MRT and PET) show behaviour qualitatively similar to
the physical temperatures. Again, the SB12 scenario (green
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Figure 9. Domain-averaged differences in the surface temperature (a) and air temperature (b) for grey-city scenarios SB10 (blue) and SB11
(orange) and green-city scenario SB12 (green). Dotted lines: 10 min values; solid lines: 1 h moving average.

city with many planted trees) shows the most effective reduc-
tion with a maximum decrease of around 9 K in MRT and 4 K
in PET in the entire domain. However, the effect varies con-
siderably in space. The strongest change is observed in the
west–east-oriented Dělnická street, while the north–south-
oriented Komunardů street shows a much smaller decrease of
0.0–1.2 K (Fig. 10). This difference can be partly attributed
to the geometric orientation of the streets and consequent dif-
ferences in insolation during the day but also to the actual
number of trees added with respect to the base case, in which
more trees already grow in the Komunardů street. Similar
behaviour is shown in the SB13–SB15 scenarios (new-tree-
alley scenarios) with decreases of up to 4.0 K in MRT and
1.6 K in PET on average.

On the other hand, SB10 and SB11 scenarios (grey city 1
and 2) show a significant increase in both biophysical prop-
erties. The MRT is increased by 8 K (5 K) and PET is in-
creased by 3 K (1.6 K; see Fig. 11) at around noon in the en-
tire domain in SB10 (SB11). Similarly to the previous com-
parison, there is a marked spatial difference throughout the
domain. However, the effect is strongest in the Komunardů
street, with an increase of over 12 (MRT) and 3 K (PET), and
courtyards (over 9 K and 4 K), while in the Dělnická street,
the increase is only around 3 K in MRT and 1 K in PET.

Unlike for the SA sensitivity cases, PM2.5 shows a signif-
icant dependence on the measures applied. However, the in-
fluence is almost universally inverse to the one for tempera-
ture. Generally, decreasing surface/air temperature increases

PM2.5 concentrations by suppressing ventilation and turbu-
lent mixing. On average the strongest effect is observed in the
SB12 (green city with many planted trees) and SB15 (plant-
ing the highest number of trees) scenarios (Fig. 12), which
show an increase of 24 % and 21 % in PM2.5 with maxima
over 30 % in the late afternoon hours. Scenarios that simu-
late planting trees only in the Dělnická street, SB13, one tree
alley in the centre) and SB14 (tree alleys on both sides of
the street), show similar responses in terms of the shape of
the daily cycle but with a lower overall increase (Fig. 12);
on average, these scenarios show an increase of 5 %–14 %
in PM2.5 concentrations, with maxima reaching almost 20 %
for SB14 and 10 % for SB13 scenario (Fig. 12).

Interestingly, over the perpendicular Komunardů street
with no new trees planted, the concentrations tend to de-
crease throughout most of the day, although this decrease
is mostly concentrated at the crossroads; for the street sec-
tions north and south further away from the crossroads, no
significant changes are modelled. The effect is connected to
spatial changes and intensification of the street canyon eddy
induced by the tree-obstructed Dělnická street which acts ef-
fectively as a part of the street canyon (not shown). The grey-
city scenarios SB10 and SB11 conversely show decreased
PM2.5 concentrations of around 20 % in the afternoon and
evening. Considering the spatial differences, the highest de-
crease is observed in the Komunardů street (over 50 %; see
Fig. 13).
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Figure 10. Example of spatio-temporal variability of 3 h PET differences for green-city scenario SB12 at 09:00–12:00 UTC (a) and 21:00–
24:00 UTC (b). Projection: WGS 84 / UTM zone 33N; layer with roofs is own data source.

Figure 11. Domain-averaged differences in PET for grey-city scenarios SB10 (blue) and SB11 (orange). Dotted lines: 10 min values; solid
lines: 1 h moving average.

4 Discussion and conclusions

4.1 Discussion

In this work, we assessed the sensitivity of air and surface
temperature, MRT, PET, and PM2.5 within the PALM model
system 6.0 as a response to the modification of basic sur-
face material parameters as well as to common UHI mitiga-
tion strategies. For this we performed a set of semi-idealized
model simulations for a diurnal cycle in a city quarter in
Prague.

The first set of scenarios, designed to examine the sen-
sitivity to the parameter settings, shows the importance of
the correct setting of the radiation parameters of albedo and
emissivity. This can be expected as the solar radiation is the
main source of energy in the surface energy budget. Addi-
tionally, unlike some other parameters, radiation parameters
are changed for all surfaces.

In addition to albedo and emissivity, thermal conductiv-
ity of walls and volumetric heat capacity of the materials
play an important role. Other parameters show a limited av-

erage effect on the diurnal timescale, which, however, can be
quite significant during some parts of the day, such as surface
roughness in the morning hours and the window fraction in
the evening. Changing soil moisture by 20 % is shown to be
negligible overall in the context of the chosen domain, with
only a small percentage of the surface covered by vegeta-
tion (see Table 1), except for surface temperature during the
high-sun part of the day. Individual parts of the domain with
larger coverage of vegetation show greater influence. Note
that we investigated only the short-term response of the ur-
ban canopy on the outlined modifications. The trends might
be more prominent if long-term storage of energy in the ma-
terials were considered, i.e. when simulating a full heatwave.

The second part of the sensitivity analysis focused on
the UHI mitigation measures. One of the commonly consid-
ered measures is to paint surfaces white to increase surface
albedo. However, our results indicate that this is only effec-
tive for lowering the surface and air temperature. In contrast,
the biophysical indicators MRT and PET tend to be nega-
tively affected; i.e. thermal comfort in the street deteriorates
due to increasing the amount of reflected radiation (note that
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Figure 12. Domain-averaged differences in PM2.5 for new-tree-alley scenarios SB13 (blue), SB14 (orange) and SB15 (green). Dotted lines:
10 min values; solid lines: 1 h moving average.

Figure 13. Differences in PM2.5 in the Komunardů street for a grey-city scenarios SB10 (blue) and SB11 (orange). Dotted lines: 10 min
values; solid lines: 1 h moving average.

the effect can be different on purely horizontal surfaces such
as roofs). Improving both physical and biophysical temper-
ature indicators requires the application of other measures,
such as urban greening at the same time. Similar findings
have also been reported in, for example, a meta-analysis of
52 ENVI-met simulations by Tsoka et al. (2018) and Yang et
al. (2015), who stress the need for precaution when adopt-
ing high-reflectivity surfaces, or Aflaki et al. (2017), who
found low-albedo vegetation effective in reducing mean ra-
diant temperature.

Urban vegetation is found to be the most effective measure
when considering reduction in both physical and biophys-
ical temperature indicators. Conversely, grey-city scenarios
that reduce the amount of urban vegetation show significant
worsening of the thermal comfort. Urban greenery is very of-
ten found to be an effective mitigation tool for the UHI phe-
nomenon; for example a recent study by McRae et al. (2020)
reports vegetation-induced cooling of more than 3 ◦C in an
ENVI-met simulation. However, some studies (e.g. Wang et
al., 2016; Tsoka et al., 2018; or Makido et al., 2019) show
that for the best effect it is necessary to combine several mea-
sures and also to consider that different parts of the city may
need different measures.

One of the most important results of our analysis is that
it confirms opposite behaviour of thermal comfort and air

quality indicators (see example in Fig. 14). Observed in
both types of scenarios, the PM2.5 concentrations typically
increase with decreasing temperatures and vice versa. The
main reason for this behaviour is decreased ventilation in the
street canyon due to airflow blocking. The decreased verti-
cal turbulent transport due to reduced urban canopy temper-
atures and thus buoyancy can play a role too, as shown by
Huszár et al. (2018b, 2020), who found significant PM de-
creases due to urban-canopy-induced vertical eddy diffusion.
However, in these simulations, only aerosol passive transfer
was taken into account, and thus the results may be differ-
ent for other air quality indicators, e.g. when considering the
influence of changing reaction coefficients and a decrease in
solar radiation for ozone chemistry (Huszár et al., 2018a).

The PM2.5 concentrations in Fig. 14 also show the impor-
tant added value of the high-resolution CFD models for ur-
ban modelling compared to parameterized urban schemes in
NWP and climate models or radiation models. In this case it
is the spatial variability within the streets. As can be seen, the
combined radiative and dynamical effects manifest in quite
a heterogeneous response where (in this particular case) the
increase in concentrations is most prominent in the northern
half of the Dělnická street, while in some parts on the south-
ern side the model shows a decrease in concentrations. In the
Komunardů street, the response shows very small changes in
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Figure 14. Example of opposite behaviour of thermal comfort and air quality indicators represented by average daily difference in PET and
PM2.5 for new-alley scenario SB15.

the upper section of the street while in the lower section the
model shows almost a see-saw response with increased con-
centrations in the upper half and a decrease in the lower half
of the section.

4.2 Study limitations

This study applied the PALM model revision 4093. The
model itself and the configuration applied for this study have
some limitations, with the following being the most impor-
tant ones in our case:

– The model is configured without the PALM-4U build-
ing energy model (BEM), and the building inner tem-
perature is considered constant (300 K) during the sim-
ulation. The impacts of the absence of a more com-
plex indoor model differ in the summer and winter sea-
sons. In winter, assuming that the rooms are heated to
the exact prescribed temperature by either direct local
heat sources or long-distance heating with the heating
plant being outside the modelled domain, the model
adds correct heat fluxes to the insides of the buildings,
albeit not providing the amount of heating energy con-
sumed among its outputs. In summer, the constant in-
door temperature can be seen as a simplification for
buildings without air conditioning where the wall insu-
lation and wall heat capacity dampen most of the daily
temperature difference, as long as the inner tempera-
ture is realistic and the daily total net heat flux is near
zero. Buildings with air conditioning need a more com-
plex indoor model with correctly placed heat exchang-
ers (windows for individual A/C units and roofs for cen-
tral A/C systems). For the simulated domain, there was
no information available about the number and place-
ment of A/C systems, with the majority of the buildings
being old apartment houses with presumably no cen-

tral A/C systems and no visible individual A/C units
at windows. For long-term simulations, missing waste
heat which could be provided by PALM’s indoor model
will be important although, given the short timescale of
the present study simulations, the indoor model should
not affect the outcome. The outer wall layers react very
fast to changes in the surface energy balance, but the in-
ner wall layers have large inertia, so nothing is likely to
change if the indoor temperature changes in time.

– The model sensitivities are tested only during meteo-
rological conditions of heatwave episodes as the main
focus is on simulation of the UHI mitigation measures.
Only the short-term response of the urban canopy was
investigated. The behaviour, including the long-term re-
sponse, during other seasons and weather conditions
can and probably will differ from presented results.

– The simulations do not consider any chemical reactions
or aerosol dynamic processes of air pollutants; only the
dispersion of traffic-related PM2.5 is considered. More-
over, the boundary conditions of the chemical species
on the parent domain were set to zero. This experi-
ment design was selected as the focus of the study is
on the sensitivity of the concentrations to the local con-
ditions. The time needed for secondary organic aerosol
(SOA) formation is much longer than the typical time
the chemical species spent in the studied domain (e.g.
Du et al., 2018, or Tang et al., 2018). The consequence
is that the SOA concentration field is almost constant
over the studied domain. It means that even though the
SOAs constitute an important part of the PM2.5, their
omission does not change the differences in PM2.5 be-
tween particular scenarios.

– This version initiates the building wall properties
through the building_2d property in the model
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static driver; i.e. the wall properties are set to the roof
grid cell over the wall (i.e. border grid cells of the roof).
This leads to the following two simplifications.

– The properties of the wall can be set only in two
height zones, and the corner grid cells set the prop-
erties of two surface grid cells corresponding to dif-
ferent walls.

– The roof properties in the border grid cells are ini-
tialized to the wall properties. This limitation leads
to artefacts in roof and wall surface temperature and
heat fluxes. This drawback was removed in later
versions (model revision 4240 and later) by imple-
mentation of reading separate properties for indi-
vidual surface cells from the new static driver vari-
able building_surface_pars.

– The ventilation of very tight areas surrounded by high
buildings is underestimated by the model, and the tem-
peratures and concentrations of pollutants become un-
realistically high in some circumstances. It is known
that higher concentrations can be expected in enclosed
spaces due to low turbulence (Gronemeier and Sühring,
2019). This problem was addressed in the model revi-
sion 4110. For the purpose of this analysis, these small
areas were excluded from the evaluation.

Taking these limitations into account, we consider the sim-
ulation to produce plausible results both in actual values and
in their spatial and temporal distribution in the baseline sim-
ulation. This was confirmed by comparing the general agree-
ment of the results to the previously validated simulations
(Resler et al., 2017) in the preparatory stage of this exper-
iment (not shown). Obviously, extensive validation of the
model against observations is beyond the scope of this pa-
per. For systematic validation of the current model version,
we refer the readers to the accompanying paper by Resler et
al. (2020).

The LES is quite demanding in terms of computational
power, especially when compared with its RANS-based
counterpart. Since we did not perform evaluation of the
model results against observations in this study, it cannot be
shown whether the additional computer resources used bring
about an improvement in the model performance. However,
numerous studies have been published showing the added
value of LES for street canyon simulations especially where
air quality is concerned. For example Gousseau et al. (2011),
Salim et al. (2011), and Tominaga and Stathopoulos (2011)
evaluated LES and RANS simulations against wind-tunnel
measurements in street canyon experiments, and all conclude
that LES shows better performance. More recently, Antoniou
et al. (2017) studied outdoor ventilation in a real urban area
of Nicosia, Cyprus, again evaluating RANS simulations and
LES against wind-tunnel measurements. They conclude that
LES shows smaller deviations from the measurements than

RANS simulations for mean wind speed and turbulence in-
tensity.

4.3 Conclusions

In conclusion, this analysis shows that the proper setting of
urban surface parameters is crucial for high-resolution LES
models of the urban environment and that collecting this
large number of data is an essential part of the modelling
technique. High temporal and spatial variability also shows
the importance of using truly local information for each area
of interest. This fact also poses certain limits on the applica-
bility of the findings of this study for other locations. On the
one hand, the above comparisons with other studies showed
qualitatively similar results in average behaviour, and in this
sense we can expect similar average results in other densely
built urban areas in similar climatic conditions (e.g. many
European cities). However, quantitative assessment is largely
dependent on the location studied, namely the physical con-
figuration of buildings and other urban components, and thus
the actual sensitivity values may differ between locations.
This is evident, for example, from the albedo scenarios, for
which the response in some locations was reversed depend-
ing on the geometrical configuration or soil moisture scenar-
ios, when the small amount of existing vegetation limits the
potential response of the system to changing soil moisture
in larger areas. When assessing the very local influences,
e.g. pedestrian-level thermal comfort, the local settings play
a major role and thus need to be considered for proper eval-
uation.

Altogether, the LES method proves to be an asset thanks
to its capability to fully resolve the flow and to consider het-
erogeneity in the modelling domain. Hence, LES modelling
results can be really applied to support urban planning when
aiming to mitigate the UHI phenomenon in urban neighbour-
hoods.

Code and data availability. The PALM model system is freely
available from http://palm-model.org (last access: 30 March 2020)
and distributed under the GNU General Public License v3 (http:
//www.gnu.org/copyleft/gpl.html, last access: 30 March 2020). The
model source code of version 6.0 in revision r4093 used in this ar-
ticle is also available via https://doi.org/10.25835/0068421 (Geletic
et al., 2020).

Model configuration files; input data needed for running the sim-
ulations; and model output postprocessing code, i.e. extraction and
visualization scripts, together with necessary data extracted from
the raw model outputs and additional outputs, are available for
download at http://hdl.handle.net/11104/0309669 (Library of Czech
Academy of Sciences, 2020).

Supplement. The supplement related to this article is available on-
line at: https://doi.org/10.5194/gmd-14-4443-2021-supplement.
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Gronemeier, T., Groß, G., Heldens, W., Hellsten, A., Hoff-
mann, F., Inagaki, A., Kadasch, E., Kanani-Sühring, F., Ke-
telsen, K., Khan, B. A., Knigge, C., Knoop, H., Krč, P., Kurppa,
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J., Benešová, N., Ďoubalová, J., Honzáková, K., Keder, J.,
Nápravníková, Š., and Vlček, O.: Validation of the PALM
model system 6.0 in real urban environment; case study of
Prague-Dejvice, Czech Republic, Geosci. Model Dev. Dis-
cuss. [preprint], https://doi.org/10.5194/gmd-2020-175, in re-
view, 2020.

Saiki, E. M., Moeng, C.-H., and Sullivan, P. P.: Large-
eddy simulation of the stably stratified planetary
boundary layer, Bound. Lay.-Meteorol., 95, 1–30,
https://doi.org/10.1023/A:1002428223156, 2000.

Salamanca, F., Krpo, A., Martilli, A., and Clappier, A.: A new build-
ing energy model coupled with an urban canopy parameteriza-
tion for urban climate simulations–part I. formulation, verifica-
tion, and sensitivity analysis of the model, Theor. Appl. Clima-
tol., 99, 331, https://doi.org/10.1007/s00704-009-0142-9, 2010.

Salim M. S., Buccolieri, R., Chan, A., and Di Sabatino,
S.: Numerical simulation of atmospheric pollutant dis-
persion in an urban street canyon: Comparison between
RANS and LES, J. Wind Eng. Ind. Aerod., 99, 103–113,
https://doi.org/10.1016/j.jweia.2010.12.002, 2011.

Seidel, D. J., Zhang, Y., Beljaars, A., Golaz, J., Jacobson, A. R., and
Medeiros, B.: Climatology of the planetary boundary layer over
the continental United States and Europe, J. Geophys. Res., 117,
D17106, https://doi.org/10.1029/2012JD018143, 2012.

Souch, C. and Grimmond, S.: Applied climatology:
urban climate, Prog. Phys. Geog., 30, 270−-279,
https://doi.org/10.1191/0309133306pp484pr, 2006.

Stewart, I. D.: A systematic review and scientific critique of
methodology in modern urban heat island literature, Int. J. Cli-
matol., 31, 200–217, https://doi.org/10.1002/joc.2141, 2011.

Su, W., Zhang, Y., Yang, Y., and Ye, G.: Examining the Impact of
Greenspace Patterns on Land Surface Temperature by Coupling
LiDAR Data with a CFD Model, Sustainability, 6, 6799–6814,
https://doi.org/10.3390/su6106799, 2014.

Tang, R., Wu, Z., Li, X., Wang, Y., Shang, D., Xiao, Y., Li, M.,
Zeng, L., Wu, Z., Hallquist, M., Hu, M., and Guo, S.: Primary
and secondary organic aerosols in summer 2016 in Beijing, At-
mos. Chem. Phys., 18, 4055–4068, https://doi.org/10.5194/acp-
18-4055-2018, 2018.

https://doi.org/10.5194/gmd-14-4443-2021 Geosci. Model Dev., 14, 4443–4464, 2021



4464 M. Belda et al.: PALM model sensitivity in urban environment

Tominaga, Y. and Stathopoulos, T.: CFD modeling of pol-
lution dispersion in a street canyon: Comparison between
LES and RANS, J. Wind Eng. Ind. Aerod., 99, 340–348,
https://doi.org/10.1016/j.jweia.2010.12.005, ISSN 0167-6105,
2011.

Tsoka, S., Tsikaloudaki, A., and Theodosiou, T.: Analyz-
ing the ENVI-met microclimate model’s performance
and assessing cool materials and urban vegetation ap-
plications – A review, Sustain. Cities Soc., 43, 55–76,
https://doi.org/10.1016/j.scs.2018.08.009, 2018.

Wang, Y., Berardi, U., and Akbari, H.: Comparing
the effects of urban heat island mitigation strategies
for Toronto, Canada, Energ. Buildings, 114, 2–19,
https://doi.org/10.1016/j.enbuild.2015.06.046, 2016.

Wicker, L. J. and Skamarock, W. C.: Time-Splitting Meth-
ods for Elastic Models Using Forward Time Schemes, Mon.
Weather Rev., 130, 2088–2097, https://doi.org/10.1175/1520-
0493(2002)130<2088:TSMFEM>2.0.CO;2, 2002.

Yang, J., Wang, Z., and Kaloush, K. E.: Environmental impacts of
reflective materials: Is high albedo a “silver bullet” for mitigating
urban heat island?, Renewable and Sustainable Energy Reviews,
47, 830–843, https://doi.org/10.1016/j.rser.2015.03.092, 2015.
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